CALCULO
TEMA 1: El Cuerpo de los Numeros Reales
1.1 Introduccion.

El hecho de que aparezcan los nimeros reales, es ante la necesidad de nuevas formas de representacion
nameros que no existian en los conjuntos antes de la existencia de los NUmeros Reales (!).

N"Z2"Q"!

Naturales " Enteros " Racionales " Reales

Por ejemplo "2 que no es racional.

D/ Supongamos que "2 " Q! "2 = p/q p y q son primos entre si.
2 = p3g? 2.%= 22.a2

2.0%=p? g?=2.a2

p2=2.a g?=2.b

No son primos entre si, por lo que podemos

decir que "2 " Q.

1.2 Axiomas de Cuerpo de los Nimeros Reales.
Seanx,y,z"!!Ix!!

X y)x+y

X.y

Axioma 1. Conmutatividad: X +y =y + X

X.y=y.X

Axioma 2. Asociatividad: (X + y)+ z =X +(y + 2)
x.y).z=x.(y.2

Axioma 3. Distributividad del producto respecto de la suma: x . (y + z) = X.y + X.z
Axioma 4. "neutro de la suma y del producto:

Xx+0=xX

X.1l=X



Axioma 5. "opuesto para la suma, "x " ! "y = opuesto de x =(-x) / x +y = 0.
Axioma 6. "inverso para el producto, "x " ! = {0} "y = inverso de x =(1/x) / x . y = 1.
{!, +} Si cumple los axiomas 1, 2, 4, 5 es un grupo Conmutativo o Abeliano.
{!, .} Si cumple los axiomas 1, 2, 4, 6 es un grupo Conmutativo o Abeliano.
{!, +, .} Si cumple los 6 axiomas es un cuerpo Conmutativo.
Consecuencias de los axionas de cuerpo

— Simplificativa (+): x+y=x+zly=2z
Axi.5"al/a+x=0a+(x+y)=a+(x+2)

Axi.2 (a+x)+y=(a+x)+z

Axi.40+y=0+2z

y=z

— Simplificativa (.): x .y=x.zly=2z
Axi.6"b/b.x=1b.(X.y)=b.(x.2)

Axi.2(b.x).y=(b.x).z

Axi.41.y=1.z

y=z

- El neutro de la suma y del producto es Unico.

Suma

Supongamos que hay dos neutros 0y 0'
Xx+0=xX
X+ 0'=xX
Xx+0=x+0"10=0'(el neutro es Unico)
Producto

Supongamos que hay dos neutros 1y 1'



x.1l=x.1"11=1"(el neutro es Unico)

— El opuesto del opuesto de un nimero real es el mismo nimero
Op(op x)=x

— El inverso del inverso de un numero real, es también el mismo niimero.
Inv(inv X)= x

- "la diferencia (enlasuma) ("ld/x+d=y!d=y-x=y + (-X)
D/.a=y-x

b=y+(=x)

a+tx=y"b+x=yla+x=b+xla=b

- " el cociente (para el producto) ("1lc/x.c=y!lc=y/x=y. (1/X)
(demostracion igual que la anterior)

- Regla de los signos:

). () =0)

). ()=0)

(). () =)

— Cualquier nimero multiplicado por cero, es cero.
Xx.0=0"(y-y)=0

X.(y=-y)=y-y

x.y)-(x.y)=y-y

0=0

— No existen divisores de cero:
Six.y=0!x=0"y=0"x=y=0

1.3 Axiomas de Orden de los Numeros Reales.

Sabiendo que: '+ "'y que !+ = ! — {0}, entonces podemos entrar en los axiomas de orden:
Axioma 7. x,y" I+ !Ix+y" I+

X.y"+



Axioma 8. x"!; x"0!x" I+ ¢ (—x) " '+ pero nunca ambos a la vez.
Axioma 9. 0" I+

Importante:

*Elordenen!:x,y"!/x"yly-x"l+"x=vy

Propiedades que cumple el orden de los Numeros Reales:
Reflexiva: x " x

Antisimétrica: x"y"y"x!x=y

D/.x"yly-x"I+"x=vy

y"XIx-y"l+"y=x

Supongamos que:

Como podemos ver, a = (=b); por lo que podemos decir, que ambos son opuestos y segun la hipétesis, ami
estan en !+, pero por el Axioma 8, esto es imposible, por lo que no nos queda mas remedio que decir que X

y.

Transitiva: x"y"y"z!x"z
D/.x"yly-x"I+"x=vy
y'"zlz-y"l+"y=2z

(Yy=X)+(z-y)" !+ (por el Axioma 7)
Y-y)+(z-x)"!+1z~-x"1+ (12 comprobacién)
Xx=y"y=z"x=2z (22 comprobacién)
Entoncessiz-x"I+"x=z1x"z
Consecuencias de los Axiomas de Orden
— Tricotomia: X,y "I x<y"x>y"x=y
D/.Seaa=y-x.Sia=0!x=y
Sia"0Ola"+!ly—-x"I+1ly>x

la"+l-a"+1-y+x"I+1Ix>y



-Six"y,z"!Ix+z"y+z
Di.x+z"y+z!(y+2)-(x+2)"+"(x+2)=(y +2)
Y+2)-(x+2)"+=@z-)+(y-x)"H=(y-x)" 1+
-Six<y,z"+(z>0)!Ix.z<y.z
Di.x.z<y.z!(y.z2)-(x.z2)"!+

Z.(y=-x)"+

Y por enunciado: z"+"y—-x"1+1z . (y—x)" !+ (por el Axioma 7)
-Six<y"z<0!x.z>y.z
Di.x.z>y.z!(x.2)-(y.2)"+!(x-y).z" I+

X<yly-x"I+

z" 1+ 1 (=2) " 1+

(AX. 7)

2).y-2)"+lz. [(-y)+z]"+!(x-y).z" 1+

-"x"1x2>0

D/.Six>0!Ix"+!Ix.x"+1x2>0

SixX<OIX" I+ (=X)"1H+1(=X). (=X) "+ x2" 1+ 1x2 >0
-Si0<x<yl!O<y-1<x-1
D/y-1<x-1Ix-1-y-1"I+1(y-x).(X.y)-1"1+
X<yly-x"I+

x"I+"y"I+Ix .yt I+ (AX 7)

(AX. 7)

y-x).(x.y)-1"!+

Ejercicios:

« Encontrar todos los n° reales que verifican que 2 — x2 < 4; "x " !
« Encontrar todos los n° reales que verificanque x — 1. (x + 1)-1>0; "x " !
* Si le sumamos a ambos lados por el mismo valor; la desigualdad no varia.

(-2)+2-x2<4-2



-X2<2

Ahora multiplicamos por un niimero menor que cero; por lo que la desigualdad cambiara de sentido.
(-1).(—x2)<2.(-1)

X2 >-2

Como x2 es siempre mayor que cero (comprobado en las consecuencias de orden); para cualquier valor de
"1 serd mayor que —2. Por lo que podemos decir que los valores a encontrar son todos los nimeros reales

» Para empezar, vemos que para que esa fraccion sea positiva, ambos términos deben ser o bien ambos
positivos 0 ambos negativos.

*Six-1>0"x+1>0!x>1"x>-1!x>1
{x"1/1>x<-1}
*Six-1<0"x+1<0!x<-1"x<1!x<-1
Raices cuadradas:
a"l,l"a=x!x2=a
Sia<0"a=x2!x2<0. Esto es imposible ya que qued6 demostrado en una de las consecuencias de los
axiomas de orden que x2 es mayor que 0 siempre, por lo que las raices cuadradas en las que a sea hegati
tendra resultados reales.
Six ="a!x2 =a, pero (-x) . (-x) = x2 = a; por lo que podemos decir que
a=xtXx
Solo tendremos estas dos soluciones.
D/. Supongamos los contrario, es decir que, "a tiene mas de dos resultados:

nn

az+x""a=z+y

Entonces tendremos:

Por un lado:
Xx2=y2!'x.x=a"y.y=a!
IX.X=y.y!lx2=y2!x="y2!
Ix=y

Por otro lado:



x2=y21(=x).(x)=a" (=y) . (y) =al (x) . () =(-y) .(-y) | x2 =y2!

(=x) ="y2 ! (=x) = (=y)

Raices n—ésimas:
Seaa"!,n'a=x!xn=a
Casos:

* Sinespar:
—a>0!(-x)n=xn = a, tiene dos soluciones.
—a<0!no tiene solucion.

* Sin esimpar:
—a> 0! tiene una sola solucién.
—a <0 !también tiene una sola solucion.
1.4. Representacién geométrica de !.
Dibujamos una recta, en la cual colocamos el 0, el 1 y otros dos valores cuales quierax e y.
-101xy

Entonces, debido a esta representacion, diremos que un nimero real y serd mayor que otro x cuando esté
colocado a la derecha de este ultimo, como en la representacion estan asi, podemos decir que

X<y
Elementos notables de un conjunto: Dado A" !; Cotas Superiores
LA

* A tiene_Cota Superior si"M" /M " x"x " A.

. Cotas Inferiores

A

» Atiene Cota Inferior si"m" !/ m" x"x" A.
.AM

» A posee Maximo(M) si es cota superior y M"A.
.mA



» A posee Minimo(m) si es cota inferior y m"A.

« Existe_Supremo en A [Sup.(A)] si: AM

* (A) es cota superior de A.
* Si M es otra cota superior ! Sup.(A) < M. Sup.(A)

« Existe_Infimo en A [Inf.(A)] si: m A

« Inf.(A) es cota inferior de A.
« Sim es otra cota inferior ! Inf.(A) > m. Inf.(A)

Ejempilo:
Dar los elementos notables del conjunto A={x "l /<x"}
 Esta acotado superior e inferiormente.
* No posee minimo pero si maximo .
» Posee infimo y supremo. Inf.(A)= Sup.(A)=
Propiedad:
El Sup.(A) [Inf.(A)] es Unico.
D/. Supongamos que My M' son Sup.(A).
Sup.(A)=M
M"M'

Sup.(A)= M'; M’ cota superior

M =M
Sup.(A)= M
M™ M

Sup.(A)= M; M cota superior
Supongamos que my m' son Inf.(A).

Inf.(A)=m

m - m

Inf.(A)=m'; m' cota inferior

m=m'



Inf.(A)=m'

1] [

m"m
Inf.(A)= m; m cota inferior

1.5. Axioma de Completitud o del Supremo (Axioma 10).

Todo subconjunto de nimeros reales distintos del vacio que esta acotado superiormente tiene supremo.
A", A"" acotado superiormente ! "Sup.(A)

[A"! A"" acotado inferiormente ! "Inf.(A) ]

D/. Axioma 10

(=A) acotado superiormente ! "Sup.(-A) = Inf.(A)

Consecuencias del axioma 10:

Definicion de conjunto inductivo.

Sea S " !, serd inductivo si:

«1"S
*X"SIx+1"S

Ejemplo: !, I+, Z+ ! Conjunto inductivo mas pequenio.
Bien, pues centrandonos en el conjunto de los Z+, propondremos las siguientes consecuencias del axioma
» Z+ no esta acotado superiormente.

D/. Supongamos lo contrario, que Z+ esta acotado superiormente, entonces por el Axioma 10, "Sup(Z+)= !
-1, ya no es cota superiorde Z+!"n"Z+/n> -1,

n+1>

Se contradice con la hip6tesis de que =Sup(Z+)
n"z+

I(n+1)"Z+

Z es inductivo

2)""L"n"Z+/x<n

D/. Si fuese al contrario, entonces estariamos diciendo que Z+, esta acotado superiormente, en contra de |
12 consecuencia antes probada.

* Propiedad arquimedianade !. x "1+ "y "11"n" Z+ /[ nx > .



D/.(yx)"!'!'"n"Z+/n>{y/X) ' nx>y
ea,x,y"!fa"n"a+(y/n)"n"Z+!x=a

D/. Supongamos que x " a, luegox >a!x —a" !+ (Por la prop. Arquim.)
In.x-a)>yly"!

Inx-na>y!nx>y+nal!x>a+ (y/n); lo cual nos contradice la desigualdad
del enunciado.

*Six"!"n,m"Z/m"x"n

D/. Si—x"!,"n"" Z+ [ x > —n'=m (Se demuestra con la demostracién anterior).

e"X"L"In"Z/n"x"n+1
*eQesdensoenl."™, y"L"r"Q/x<r<y

D/.x<y!ly—-x"1+(Por la prop. Arquim.)
"n"Z+/nly-x)>1

1"Iny—-nx>1

ny >1 + nx

(nx)"!'"Im" Z/_m" nx" m+1

ny>1l+nx"1+m>nx!ny>1+m>nx!y>][(1+m)n]>x
r'Q

* | — Q ! nimeros irracionales.

"yttt -Q/x< <y.

1.6. Intervalos. Valor Absoluto. Propiedades.
Intervalos de numeros reales: (! =! U {-", "}
Seana,b"!,a<b

Intervalo cerrado: [a, b]={x"!/a"x"b}
Intervalo abierto: (a, b) ={x"!/a<x<b}
Intervalo semiabierto: [a, b) ={x"!/a"x<b}
Intervalo semicerrado: (a, b]={x"!/a<x"b}

Casos:
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@h={x"!Ix>a}=(a, +"
[a,)={x"!/x"a}=[a, +")
(L b)y={x"!/x<b}=(-",b)
O bl={x"t/x"b}=(-"b]
GN=r=0"+"
Valor absoluto:
Xsix>0
x " I; [x] ! Valor Absoluto, y este esiguala +"'x2 =0six =0 |x| " I+
-Xsix<0
Propiedades:
© =X x|
ca"l+|x|"al-a"x"a={x"!/|x|"a}
D/. ! Sabemos que |x| " a
x"[x|"alx"a
-a"x"a
—a"—|x]|"x!-a"x
l-a"x"a
x>0 |x|=x"allx|"a
x<0|x=—x"al!lx|"a
» Desigualdad triangular: [x +y| " |X| + |y|
D/ —[x] " x " [x]|
el 1] I VA Y/ 9
—IXI =yl x+y " x|+ 1yl
—IXI =yl x+y " x|+ 1yl
Propiedad anterior

—atx+ytal|x+y[" x| +1yl

11



s Ix.yl =Xyl
D/.x,y>0|x.y|=x.y
.yl = x| . Iyl
IX| . lyl=x.y
X, y<O[(=X).(W=|x.y[=x.y
I x.yl=1x].]yl
IXI.lyl=x.y
X>0,y<O0[|x.(=W[=|-x.yl=[x.yl=x.y
I x.yl=1x].]yl
IXT TEW=1xIyl=x.y
s IX=yl =X +EW XL =yl = X+ Y
<X = Iyl I =yl =Ix =yl IxE= 1yl x =y
DI X =[x+y=yl"|x=yl+]|y[lIx]=]y|"|x-y]|

[yl=1y+x=x|"[y =x[+[x] [y = X" | x-y['=Ix=yl" x| =]yl

“Ix =yl X[ =yl " [ x =yl
Ejercicios:

* ¢ Qué x "1, verifican que |-x| =x ?
(=x) si(—x) >0 —-xsix<0

| X|=0si(-x)=0=0six=0
—(—x)si(-x) <0xsix>0

En conclusion, cumplen todas las x " 0
* ;Qué x" !, verifican que [2x — 1| <17
Por un lado: Por otro lado:
(2x-1)<1-1<(2x-1)

2x<20<2x

X<10<x

12



Resultado: {x"!/0<x<1}

* ¢ Qué x "1, verifican que |[(5x + 1) /3| >17?

Por un lado: Por otro lado:
[(Gx+1)/3]>1[(Bx+1)/3]<-1
(5x+1) >3 (5x + 1) < -3

5x>25x <-4

X >2/5x<-4/5

Resultado: {x" !/ 2/5 < x < -4/5} = (-", =4/5) U (2/5, +")

* ¢ Qué x "1, verifican que x2 = |x| ?
* ¢ Qué x "1, verifican que [x — 1| < |x| ?

| =] " | x = 1] " [ ]

Si x >0:

(I x=2] ] x])<I x| ;] x] V() x=1]:| x| )< |1 - (2/x)| <1
-1<[1-(1/x)]<1

-2<1/x<0

0<1/x<2

1/2 <x

Resultado: {x"! / x > 1/2} = (1/2, +")

* ¢ Qué x "1, verifican que [(2x + 1)/2x| <2 ?
-2 <[(2x +1)/2x] < 2

-2<[1+(1/2x)] <2

-3<1/2x<1

Llegado aqui los tomaremos por separado:
Para x > 0:

-3<1/2x1/2x< 1

-3x<1/2"1x>1/2

x>-1/6 1/2 < x

13



Para x <0 ! Rstdo: (=", =1/6) U (1/2, +")

-3>1/2x1/2x< 1

-3x>1/2"1x<-1/6

X <-1/6 1/2 > x

Propiedades del Supremo y del Infimo de un conjunto.

* a) Sup(A)

""a"A/la>Sup(A) - h.

h" I+

b) Inf(A)

""" A /b < Inf(A) + h.

h" I+

D/. a) Supongamos que "a" A a " Sup(A) — h; de esta manera nos damos cuenta que seria una contradicci
porque si Sup(A) — h es una cota superior mas pequefia que el supremo, se convertiria en el supremo y es
contradiccion a la definicién de supremo.

b) Se demostraria de la misma manera que el apartado a.
2.SiC={a+b/a"A"b"B}

"1"Sup(C) = Sup(A) + Sup(B)

Si "Sup(A) " Sup(B)

3.a"b"a"A""b"B!"Sup(A) " "Inf(B) " Sup(A) " Inf(B)

1.7. Representacién decimal de un nimero real. Nota: E(x) ! Parte entera de x .
r*!/r=a0 + (al/1l0) + (a2/102) + + (an/10n) a0 entero no negativo.

r=a0,al a2a3 a4 an

Ejm:

Dar una representaciéon decimal a 28'3452:

28'3452 = 28 + (3/10) + (4/102) + (5/103) + (2/104)

r=a0,ala2a3a4

 Si el numero r admite una representacion finita entonces se puede poner de esta forma an/10ny
ademas es racional.

14



Ejm:
1/2=0,5=0 + (5/10)
* Pero si es racional, puede ser que no admita una representacion decimal finita.
Ejm:
2/9 =0'22222 =0,2
X" I+ 1x"a0 + (al/10) + (a2/102) + + (an/10n)
Es decir, se puede hacer una aproximacion de x si este no admite una representacion decimal finita, a esto
llega haciendo n lo suficientemente grande y que de esta manera la diferencia entre los valores hallados y »
sea diminuta.
Sir"!-Q, este siempre admite una representacion infinita.

Nota:

Las aproximaciones de numeros irracionales, se basan en el teorema de intervalos encajados que se verar
el siguiente punto 1.8.

¢..Como hacer una representacion decimal?

Tenemos x " I+ y también :

a0 = mayor entero " x = [X] = E(X)

al = mayor entero que verifica que a0 + (al1/10) " x

a2 = mayor entero que verifica que a0 + (al1/10) + (a2/102) " x

an = mayor entero que verifica que a0 + (a1/10) + (a2/102) + + (an/10n) " x
Llamaremos representacién decimal a S.

S={x"!+/a0 + (al/10) + (a2/102) + + (an/10n) "x;n=0, 1,}" ", por esto diremos que esta acotado
superiormente ! "Sup(S) = x .

También diremos que un nimero racional, admite una representaciéon periédica.
Ejms:

1/7 = 0'142857 ! Numero racional

Hallar la forma fraccionariade x=1'2 3

x=1"23

100x =123, 3

15



—10x =123
90x =112
x=112/90
« Teorema de los intervalos encajados.
Si tenemos li, que es el conjunto de intervalos, la representacion de los intervalos encajados se basa en:
11=[al, b1] " 12= [a2, b2] " 13= [a3, b3] " 14=[a4, b4] " " In= [an, bn]
“ii"N={c};c"!
al a2 a3 a4 an c bn b4 b3 b2 bl
D/. A={al, a2, a3, } Prop. 3
* "Sup(A) " "Inf(B) " Sup(A) " Inf (B)
B ={bl, b2, b3,}
Probemos que ¢ = Sup(A) = Inf(B), para ello, supongamos que son distintos es decir:
Sup(A) " Inf(B) ! Sup(A) < Inf(B) ! " "1/ Sup(A) < < Inf(B)
Fijemonos ahora en [ < Inf(B)] que es un intervalo al que llamaremos Ik, pero si es un intervalo, ak = !
" A'ly esto nos contradice la definicion del supremo y del infimo al encontrarse donde se encuentra, por lo
que podemos asegurar que:
c = Sup(A) = Inf(B)
TEMA 2: Sucesiones de numeros reales.
2.1. Definicion.
Una sucesion de nimeros reales, es una aplicacion de ! !, a la que notaremos como {an}n " !. n an
Al conjunto de los términos de {an} ={an"!/n " 1} y an sera el término n—ésimo del conjunto.
Ejms: Cambiar la sucesién extendida a una funcion de n.

«{an}={2,4,6,8,}!{an}={2n}yaque:

.2
.4
.6
.8

n2n
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«{an}={1,3,57,}!{an}={2n -1}

«{an}={1/2, 2/3,3/4, }'{an}={n/(n+1)}

«{an}={-3,1,59,}!'{an}
an+l=an+4

«{an}={2,4,8,16,}!'{an}={2n}
Tipos de sucesiones:

» Una sucesion es divergente, si no posee un nimero al que se va acercando conforme va creciendo
I. Por ejemplo {n} ya que diverge a +".

» Una sucesion es convergente, cuando posee un namero al que se acerca a la vez que crecen " !. P
ejemplo {1 / n} ya que converge a 0, esto quiere decir que se hacerca pero que nunca llega a ser 0.

 Es oscilante, cuando varia siempre entre los mismos valores. Por ejemplo {-1}n ya que cuando n es
par, el elemento toma el valor 1, y cuando n es impar, toma el valor de —1; de ahi que los valores se
1,-1,1,-1,1, -1,
2.2. Sucesiones convergentes.

Definicion: Una sucesién {an} tiene un limite o converge hacia denotandose como

limn{an} =, cuando a partir de un elemento en adelante, todos sus elementos estan muy cerca de sin llege
a ser este.

definicion

{an}! "1olimn{an} = !dado un namero real cualquiera (! > 0) existe un N " ! tal que sin " N entonces |
an- | <!

-lI<an- <!
-l<an< +!
an"(a-!,a+))
2.3. Unicidad del limite de una sucesion.
Lo que quiere decir en este apartado es que el limite de una sucesion es unico.
D/. Supongamos lo contrario, es decir que:
limn{fan}= I"I>0"N1"!/n"N1l!|an- |<!

limn{fan} = I"I>0"N2"!/n"N2!|an- |<!
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Tomo:0"| - |=| —an+an- |"| —an|+|an—- |=|an—- |+|an— |
Si ademéas tomamos: n>max{ N1,N2}!|an—-a|+|an—- | <2!
Numero real cualquiera

De ahi sabemos que el Unico nimero " 0 y ademas que sea menor que cualquier niamero positivo es 0, por
que:

| - |=0!'b=a

2.4. Sucesiones acotadas.

{an} es acotada, si {an, n " !} es un conjunto acotado.

{an} estd mayorada ! esta acotada superiormente si "M"!/an" M "n " !
{an} esta minorada ! esta acotada inferiormente si "m"!/an"m'"n " !
{an} esta acotada ! "k "!/|an|"k"n"!

Proposicion:

Toda sucesiéon convergente esta acotada ({an}convergente ! {an}acotada
D/. {an}convergente ! imn{an}= !"'>0"N"!/n"N!]Jan- |<!

(! =0.01, o cualquier otro nimero real)

|an- | <0.01

-0.0l<an- <0.01

-0.01- <an<0.01+

mln>Nm2

Esta acotada por arriba y por abajo

2.5. Propiedades de las sucesiones acotadas.

e limn{an} =

'"limn {an+ bn} = +

limn{bn} =

D/.{an+bn}! + I"I>0"N"!/n"N!|(an+bn)-( + )|

| @n+bn)—( +)["[an— [+]bn— |

<l/2 <12
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"N1/n"N1"N2/n"N2

Sitomamosun N"!/N=max. {N1,N2}'n>N>N1lyN2!|an—- [+]|bn—- |<!

e Sitenemos {an}! 0

{fan.bn}!'0

{bn}acotada

Ejm:

{senn/n}={1/n.senn}!0

D/. {an}!0!"(1/K)>0"N"!/n1l"N!|an|<(!/K)

{bn}lacotada!"(!/k) >0"N"!/n2"N!|bn-k|<k

{an.bn}!0!"M>0"N"!/n"N!|an.bn|<!=]an|.|bn]|<!

<!/k<k

e {an}!

I{an. bn}!

{bn}!

D/.{an}! I'"'>0"N"!/nl"N!|an—- |<!!

I{lan-|}!0

'{(bn.an)-(bn.)}!0

{ bn }convergente ! { bn }acotada !

{bn}! {|bn- |}!0={(.bn)-(.)}'0

I Tenemos:{(bn.an)-(bn. )}={ bnan- .bn+ .bn-bn. |[}!0
<0

e {an}!

"0!{l/an}!1/

an"n"n

D/.{1/an}!1/ !'">0"N"!/n"N!|(1/an)-(@1/ )| <!!

H[(—-an)/(.an)| <!
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Sabemos que {| —an|}!0 por prop. 2
{l/an}!1/
Y que {1/ .an}es acotada
e {an}!
{an/bn}! /
{bn}!
Esta propiedad queda probada con las propiedades 3y 4.
e {an}!
"an"bn"n"!1 "
{bn}!
D/. Supongamos lo contrario, es decirque > ! - "I+
{fan}! !'lJan- |<!=[( - )/2]
-l(-)/2]<an< +[(-)/2]
{on}! '|bn- |<!=[(-)/2]!
-[( =)/2]<bn< +[(-)/2]
lan>[( — )/ 2]>bn!an > bnlo cual, contradice la hip6tesis de que an " bn
e {an}!

"{an} " {cn} " {bn} ! {cn}!

{bn}!

D/.{an}! I'"'>0"N1"!/n"N!|an- |<!! -I<an< +!
{fon}! 1">0"N2"!1/n"N!|bn- |<!l -I<bn< +!
Tomamos unn>max. {N1,N2}=N! —-l<an"cn"bn< +!!
len— | <!!{cn}! _

2.6. Sucesiones monotonas.
Siendo el conjunto de elementos de una sucesion {an} el que se presenta: A ={an/n" !} entonces:

Diremos que una sucesion es creciente si en una sucesion, un elemento es menor o igual a su posterior, e
deciran"an+1"an/an + 1" 1y de igual manera, sera decreciente sian" an + 1.
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Y por fin diremos que una sucesién es mondétona, si es creciente o decreciente.
Propiedad:

Sinm"l'/n"m" {an} es creciente ! an " am (D/. por induccién).

De la misma manera si {an} es decreciente ! an " am.

Teorema:

Toda sucesién monétona y acotada es convergente.

Es decir:

- Si {an}mondtona (!) y acotada superiormente ! {an}convergente

- Si {an}mondtona (!) y acotada inferiormente ! {an}convergente

D/. Si {an}mondtona (!) y acotada superiormente ! {an}convergente

{an} acotada superiormente ! A ={an / n " Jacotado superiormente por ax. 10
1"Sup(A) =a

A

Dado !'>0"m"!/am > Sup(A)-!=a -

la-!<am"an"a<a+!
Si{an}escreciente"n"m'!'an"ama-!"an"a+!

|lan—-a|<!!{an}'a

Igual demostrariamos {an} decreciente y acotada inferiormente!{—an} creciente acotada.

Ejm: Probar que la sucesién dada de forma recurrente, es convergente y hallar su limite:

al=1

an + 1 ="2an
al=1
a2="2al="2

a3 = "2al ="2"2 A primera vista vemos que parece que va creciendo.

an+1="2an

Nota:
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Para probar que una propiedad P(n) es cierta por induccién deben darse los siguientes pasos:

* Probar que es cierto para P(n0).
* Hipotesis de induccién (H. 1.), suponemos que P(k), con k > n0
* Probar que se cumple para P(k+1)

Si se cumplen los tres casos entonces podemos decir que P(n), es cierta.

Veamos que {an} es creciente y esta acotada superiormente, de esta manera veremos que es convergente
Ambas pruebas las haremos por induccién y empezaremos por ver si es creciente:

a)yP(n)=an+1"an"n"1

* Probemos que es cierta P(n0), n0 =1

ca2="2"al=1?

Si se cumple ya que "2 =1'41 > 1, por lo que la primera premisa es cierta.

e H. I. Suponemos que P(Kk) es cierta, ak+1 " ak
* Probemos ahora que se cumple P(k+1), ¢ak+2 " ak+1?

ak+2 ="2ak+1 " "2ak = ak+1 ! *

H.I.

ak+1 " ak

2ak+1 " 2ak

"2ak+1 " "2ak

* 1 ak+2 " ak+1 es cierta.

Asi que si P(n) es cierta, {an} es creciente

b) Probemos ahora si esta acotada superiormente, es decir P(n) =an " 3 "n"1:
* Probemos P(1):

al"3!1"3Siescierto.

* H. I. Suponemos que es cierta P(k), es decir ak " 3.
* Probemos ahora P(k+1), ¢ak+1 " 3?

ak+1l="2ak""6<3
ak+1 < 3.
Por lo que P(n) es cierta, es decir {an} esta acotada superiormente.

Y si {an} esta acotada superiormente y es creciente, entonces es convergente y tiene limite.
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¢) Hallemos ahora el limite de la sucesion {an} ! a.

Jlimn{an}?

an+1l ="2an

a="2a

a2 =2%a =0, este resultado no puede ser, ya que la sucesion
a(a - 2) = 0 empieza en 1y es creciente, asi que

a=2

2.7. Subsucesiones. Teorema de Bolzano-Weirstrass.

Aplicacién estrictamente creciente (a. e. c.)

21

n (n)/ (n+l)> (n)

Propiedad.

Si esunaa.e.c.! (n+tl)"n"™n"1

D/. Por induccion:

* P(1): (1) "1, es cierto por ser una aplicacion de ! en ! donde (1) es 1
o >1.

« H. I. P(k), (k) "k, suponemos que es cierto.
o i P(k+1); (k+1)" k+1. (k+1)> (k) "k! (k+1)>k! (k+1) " k+1

De aqui sacamos que (n) "n"n"la.e.c. H. I

Subsucesion o sucesion parcial.

{bn} ser& una subsucesién de {an} sibn =a(n) con a.e.c.
Eim(1): Si {an} = {al, a2, a3, a4, }

y {bn} ={al, a7, a23, a5, a8l, }

Vemos de inmediato, que {bn} no es una subsucesién de {an}, ya que (n) =1, 7, 23, 5, 81, y estos no van
orden ascendente.

Eim(2): Si{an} = {(-1)n} ={-1, 1, -1, 1, -1, 1, }

bh=a2n={1,1,1,1,1,1,} (n)=2, 4,6, 8, 10, {bn} si es subsucesion de {an}

23



cn=a2n-1={-1,-1,-1,-1,-1,-1,} (n)=1, 3,5, 7, 11, {cn} si es subsucesion de {an}
Teorema:

Toda subsucesion de una sucesién convergente es convergente y tiene el mismo limite que la sucesion a |
pertenece.

{bn} " {an} " {an}convergente " {an}! ! {bn}convergente " {bn}!

D/.bn=a(n)" (n)=a.e.c.! (n)"n

cfa}! 1"M>0"N"!/n"N!|a()- |<!?

Sabemos que {an}! I'"I>0"N"!/n"N!|an- |<!

I'(n)"n"N, concluimos con que si existe un N para el que se cumple |a(n) - | <!

Lema: (Es cierto aunque no esta demostrado)

Tenemos {an} y podemos asegurar que esta sucesion tiene al menos una subsucesiéon monétona.

{an} ! "{a (n)} " {an} que es mondstona.

Teorema de Bolzano—\Weirstrass.

Si {an}acotada ! {an} admite una subsucesion convergente.

D/. Si {an} " subsucesion mondtona {a (n)}

I {a (n)}convergente

Si {an}acotada ! {a (n)}acotada

2.8. Sucesiones de Cauchy.

Diremos que {an} es de Cauchy !"'>0"N"!/"p,q"N!|ap—-aq| <!

(Teorema: {an}de Cauchy ! {an}convergente)

Propiedad: {an} si"k/0<k<1"|an+l - an|<kn! {an}convergente

D/. Dadoun h"!

|lan+h-an|=]Jan+h-an+h-1|+|]an+h-1-an+h-2|+ (h+|an+1-an|<
e<kn+h-1+kn+h-2+ +kn=kn[kh-1+kh-2+ +1]=

progresion geométrica

=kn.[(1 -kh)/(1-K)]<kn/(1-Kk)!|an+h-an]|<kn/(1-Kk)

Si tomamos
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Sik<1"{kn}'0'kn/(1-k)<!!|an+h-an|<!p=n+h!

g=n

I'lap —aq|<!!{an}de Cauchy ! {an}convergente

Demostracion de: si k<1 !{kn} !0

{kn}!0!">0"N"1/n"N!|kn|<!

n

s?nink<in!

n>Iin!/Ink!

IN>In!/INnKON=E(n!/Ink) +1

Resumen de conclusiones:

I {an}de Cauchy

{an}monédtona y acotada ! {an}convergente

I {an}acotada ! {an} admite una subsucesion convergente

Ejercicio:

Sea{an}an"!+;"n

y {bn}/ b2n-1=an

b2n=an2 -6

Probar que si {bn}convergente ! {an}convergente y calcular el limite de ambas sucesiones.
La comprobacién de que si {bn}convergente ! {an}convergente, viene dada por el enunciado, ya que nos es
diciendo que {an} " {bn}, y ya quedé probado que si {bn}convergente una subsucesidn suya llamada en este
caso {an} también es convergente.

Y su limite, llamando a n =, el enunciado nos dice que:

de estos dos resultados, tomamos | = 3, ya que hablamos de an " !+

2.9. Sucesiones divergentes.
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Definicién:

Una sucesion divergente es aquella a partir de uno de sus términos, todos los restantes seran superiores 6
inferiores a cualquier niumero real dado.

« {an} diverge positivamente ({an} ! +") "k "I"N"!/n" N'lan >k
 {an} diverge negativamente ({an}! -")I"k'"I"N"!/n"N'!an<Kk'

Ejempilo:

Probar que {an} ! +", a>1

{fan}!+"I"k"I"N"!1/n"Nlan>k

nina>Ink

n>Ina/lnk

Entonces nos damos cuenta que queda probado, ya que existe unN>Ina/Ink 6
N=E(lna/Ink)+1

{an} seré divergente si {an} diverge positiva 0 negativamente.

Propiedades:

» Si{an}divergente ! {| an | }diverge positivamente

Ejemplo de que ! no se cumple:

{an} ={(-1)n.n}={-1, 2, -3, 4, -5, 6, } no es divergente ni tampoco convergente.
{lan|}={| (-1)n.n}={n} ={1, 2, 3, 4, } divergente.

«a)Si{an}!+"

minorada ! {an . bn} ! +"

{bn} verifica! +"

converge

Indeterminacién (" - ")

b)Si{an}!-"

mayorada ! {an . bn} ! -"

{bn} verifica! - "
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converge
Ejm:

limn {n2 - n} = " - " (indeterminacion)
!

limn{n(n-1)} =" . " = +"

2.a) Si{an}!+"

{an.bn}!+"

{on} ! +"

b) Si{an} ! +"

{an.bn}!-"

{on} 1 -"

c) Si{an}!-"

{an.bn}!+"

{on} 1 -"

d) Si{an}!+"b>0"!{an.bn}!+"
{on} b b<0!{an . bn}!-"

b=0 ! Indeterminacion (" . 0) " (" /")
3.a)Si{an}!0 {1/ an}!1+"

b) Si {an}divergente | {1 /| an [} 10
4. fanbn} I L

a){an}!a>0

IL=ab

{on} ! b

b) {an} 1 0

+"1L=0

{bn}b >0
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b = 0! Indeterminacion (00)

c){an}'a>0a>1!'L=+"

a<l!L=0

{bn}!+"a=1"!Indeterminacion (1")

d) {an}!+"

+"IL=+"

{bn}b >0

b = 0! Indeterminacion ("0)

¢ Qué hacer con las indeterminaciones?

Si nos encontramos la indeterminacion 00 pasaremos a "0 de aquia (0. ")y porfina ("/")" (0/0)

Si nos encontrasemos la indeterminacion de 1", la resolveriamos mediante en nimero e.

(criterio de

Stolz)

EJERCICIOS

Calcular los siguientes limites:

1.-limn {(n. cos n)/(n2 + 24)} =" /" (Indeterminacién)

Il

{[(n/n2) . (cos n/In2)]/[(n2/n2) + (24 / n2)]} = {[(1/n) . (cos n/n2)] /[ 1 + (24 / n2)]} !
«(0.0)/(1+0)=0

2-limn{(n2 -3)/(n-8)}="/" (Indeterminacién)

n

{I{n2-3)/n2]1/[(n-8)/n2]} ={{(1 -3/Mn2)/(1/In-8/M2)}!(1-0)/(0-0)=+"

3-limn{2n+1)/(2n+n)}="/"

n

{f[len+1)/2n]/[@n+n)/2n}={@A+1/2n)/ QX +n/2n)}!'(1+0)/(1+0)=1

4~ limn{("(n +9) - "n). ("(n+5))} =" - " (Indeterminacidn) Utilizamos lo antes escrito.
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I
(C+9) =) (BT [+ 9) + M) /[ + 9) + ")} =

={[(n+9 - n)."(n+5)] / [("(n + 9) + "n)]} | " / " (Indeterminacion)

(I +9 =) "(#8)] /") £ ([C(n + 9) + "] / "m)} = {(@"[(/n) + B/ (W/n + 9/m) + "im)}=
= {[9"(1+5/m)] / ["(1 + 9/n) + 1]} 1 (9. 1)/(1 + 1) =9/2

Cuando hay " para ahorrarnos las indeterminaciones, multiplicamos y dividimos por el conjugado de la
diferencia en cuestion.

5.— limn {3"(n + 3) - 3"(n+1)} =" - " (Indeterminacion)
a=3"(n+3)!a3=n+3;a2=3"(n+3)2

a.b=3"(n+3)(n+1)

b=3"(n+1) ! b3 =n + 1; b2 = 3"(nN+1)2

Sabemos que (a3 - b3) = (a - b)(a2 + ab + b2) ! (a - b) = (a3 - b3) / (a2 + ab + b2)
{3"(n + 3) - 3"(n+1)} = {[(N+3 )~(n+1)] / [(3"(n+3)2 + 3"((N+3)(n+1)) + 3"(n+1)2 ]} =
=(2 1 [(3"(n+3)2 + 3"((n+3)(n+1)) + 3"(N+1)2 ]} LO

6.- limn {n"(an + bn)} con ay b > 0 = "0 (Indeterminacion)

a=b!{n"(an +bn)} = {n"2%n} = {a. n"2} |.a

a>b!{n"(an + bn)} = {n"[((an + bn)an) / an]}= {a . n"[(an/an) + (bn/an)]} =
{a.n[l+@an]}la."1+0)=a.11/"za

a<b!{n"(an + bn)} = {n"[((an + bn)bn) / bn]}= {b . n"[(an/bn) + (bn/bn)]} =
{o.n"[1+@b)n]}!b.™@1+0)=b.11/"=b

7.~ limn {{(n2 + 3)/(n2 - 1)][(n.,n - 3)/(2n.n -1)]} ! 1

8.~ limn {[(n2 + 3)/(n3 - 1)][2n.n/(n.n - 1)} 1 0

9.~ limn {[(n3 + 1)/(n2 + 1)]n} ="/ " (Indeterminacion)

{([(n3/M3) + (1/n3)] / [(n2/n3) + (Ln3)])n} = {([1 + (1/n3)] / [(1/n) + (1/n3)])n} !
H(1+0)/(0+0)" =" " =+
10.~ limn {[n3/(n2+1)]n4/2n4} = " /" (Indeterminacion)

{[(n3/n3)/[(n2/n3)+(1/n3)][(n4/n4d)/(204/04)} = {[1/[(1/n)+(1/n3)]1/2} ! [L/(0+0)]1/2 = + "
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Lema:

Seafan}!1;an"1
Sea {bn} ! + " I limn{anbn} = eb

Si limn{(an - 1)bn} = b"!

D/.

{anbn} = {[[1 + (an - 1)]1/(an - 1)](an - 1)bn} Si cn= 1/(an-1) !

I {anbn} = {[[1 + (1/cn)]cn](an - 1) bn}

eb!{an}!eb

EJERCICIOS

11.~ limn{[n3/ (n3+1)](3n4+2)/n} = 1" (Indeterminacion)

an= n3/(n3+1)

bn= (3n4+2)/n

(an — 1)bn = [[n3/(n3+1)] - 1] . [(3n4+2)/n] = [~1/(n3+1)] . [(3n4+2)/n] = [(3n4+2)/(n4+n)] !
! limn{[(3n4+2)/(n4+n)]}= -3

limn{[n3/ (n3+1)](3n4+2)/n}= e-3 = 1/e3

12~ limn{( + In(n+1) - In n)n} = " - " (Indeterminacion)

Por una parte:

{In (n+1) - In n} = {In [(n+1)/n]} = {In[1 + (L/n)]} 1 O !

Llimn{(1 + In(n+1) — In n)n}= 1" (Indeterminacion)

an=1+In[1 + (1/n)]

bn=n

{(an = 1)bn} = {[ In [1 + (1/n)]] . n}=" . O (Indeterminacion)

I+ @mn].n}in[l+@n)hntine=1=bh

limn{(1 + In(n+1) — In n)n} e

13.- ¢,Cuanto ha de valer a"! para que limn{[[In (n+a)}/in njn In n} = 2 = L?

an=[In (n+a)]/In n
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bn=ninn
{(an - 1)bn} ={[{In (n+a) - In n}/In n] . (n In n)} = {{In (n+a) - In n] n} =
= {n [In [(n+a)/(n)]]} = {In [1 + (@/n)]n} ! In (ea) = a

{[1 + (a/m)n]} ! 1" (Indeterminacion)

lea

[1+(a/n)-1]n=a

L=2=ea

alne=1In2

a=n2/ine=In2

2.10. Criterio de Convergencia (Criterio de Stolz).

{an} cualquiera

{on}; bn > 0; no mayorada y estrictamente creciente L

L ! limn {an/on} = + "

Si limn{(an+1 - an)/(bn+1 - bn)}=+" - "

Ejms:

1.~ limn{n / In(nl)} = " / * (Indeterminacion)

an=n

bn = In (nl)

{(an+1 - an)/(bn+1 — bn)}={[(n+1) - n}/[In (N+1)! = In (YT} = {1/ [In ("+1)! - In (]} =
{1/In[(n+1)Yn1T} = { 1/ In(n+1)} ! 1/* = 0 por lo que:

limn{n / In(nN} = 0

2.-limn {(1! + 2! + 31 + +nl)/nl} =" /" (Indeterminacion)

an= {11+ 2! + 31 + +ni}

an /bn " {(an+1 - an)/(bn+1 - bn)} =

bn= {n!} divergente



={[(1! + 2! + 31 + +n! + (n+1)1) = (1! + 2! + 31 + + )]/ [(n+1)! = n!]} =
={(n+1)!/ [(n+1) n! = n!]} = {{n!(n+D)] / [n!(n+1-D)]} = {(n+1)/n} ! 1 _
3.—limn { (13+23+33+ + n3)/n4}

an= 13+23+33+ + n3

limn{an/bn} " limn {(an+1 — an)/(bn+1 - bn)} =

bn= n4 divergente

{[(13+23+33+ +n3+(n+1)3) — (13+23+33+ +n3)]/ [(n+1)4 - n4]} =
={(n+1)3/[(n+1)4 — n4]

!

(n+1)4 — n4=[(n+1)-n] . [(n+1)3+ n(n+1)2+ n2(n+1) + n3] =

=[(n+1)3+ n(n+1)2+ n2(n+1) + n3]

H{(n+1)3/[(n+1)3+ n(n+1)2+ n2(n+1) + n3]} ! Y4

Entonces por el criterio de Stolz:

limn { (13+23+33+ + n3)/nd} =%

Daremos ahora como aplicaciones del criterio de Stolz algunos criterios mas:
Criterio de la media aritmética

aal+a2+a3+ad4+ +ana

Si{an}!!!

+"nt"

D/.

Sea{an}={al + a2 + a3 + a4 + + an} {bn} = {n} creciente y divergente
con

y{an+1}={al + a2 + + an + an+1} {bn+1} ={n + 1}

a

(an+1 - an)/(bn+1 - bn) = a(n+1)/(n+1 — 1) = a(n+1), por tanto si {an+1} !

ill
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Por el criterio de Stolz, {an} posee el mismo limite.
Ejm:

limn{[1 + (*2) + (1/3) + + (1/n)]/ n} media aritmética de {1/n} ! 0, y ya que esta tiende a 0, la del
enunciado, también tiende a 0.

Criterio de la media geométrica

aa

Si{an}!conai>0!n"(@ala2a3 an)!

+" 4"

D/. Por Stolz

limn{n"(ala2a3 an)}=L! n="(al).a2a3 an

limn{(1/n) In (ala2a3 an)=InL

limn{(lInal +In a2 +Ina3 + +Inan)/ n} que es la media aritmética de {Inan}!In L !
Si{fan}!a>0!{lnan}!Ina

ISi{an}!a=0!{lnan}!-"

Si{fan}!+"{Inan}!+"

Inaelna

InL=.—"1L 0 que es igual al limn{an}

+"e+"

Criterio de la rajz.

aaa

Sea {an}; an>0; si limn{an}=! limn{n"an}="! limn{an+1 / an}=
+UE"E"

D/. Sea =alcon n+l=an+l/ansin"an =n"[al(a2/al)(a3/a2) (an/an-1)]!
I'n"( n) que es la media geométrica de n, de donde:
limn{n"an} =limn n= limn{an+1 / an}

EJERCICIOS

14.- limn{n"n} = "0 (Indeterminacién)
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Sian=n!{an+l1/an}={(n+1)/n}! 1! {n"n} 1
15.- limn{n"n! / n} = "0 (Indeterminacién)

an =n!/nn!{an+1/an}={[n! (n+1) nn}/[(n+1)n+1 n'}={nn/(n+1)n}={[n/(n+1)]n}! ! 1" (Indeterminacién)
"{[(n+1)/n]-n} = {[1 + (1/n)]-n} ' e=1

16.— Sabiendo que limn{an} = a, probar que
adala2an-1

limn+++ ++an=2a

2n2n-12n-22

a0al a2an-1a0+2al +22a2+ + 2nan
+++ ++an =!Por Stolz
2n2n-12n-222n

[a0 + 2al + 22a2 + + 2nan + 2n+lan+1] —[a0 + 2al + 22a2 + + 2nan|]
| =

(2n+1) - (2n)

2n+lan+1 2n+lan+1 (2n)(2an+1)
===={2an+1}!2a

2(2n)—(2n) 2n 2n

17.— limn{n"(n + 1)}= (n + 1)1/n = "0 (Indeterminacion)
Por el criterio de la raiz
Sian=n+1!{n+2)/(n+1)}!'1!{n"(n+1)} L1
18.- (Ejercicio 4, apartado g)

limn{n"(2n)! / nH} = "0 (Indeterminacion)
2(n+1)! (2n+2)!

(2n)! Por C. Raiz (n+1)! (n+1)! (2n+2)! n!
an=!===

n! (2n)! (2n)! (n+1)!(2n)!

n! n!
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(2n+2)(2n+1)(2n)! n! (2n+2)(2n+1)
==1+"

(2n)! (n+1) n! (n+1)

19.- (Ejercicio 4, apartado h)
n+k
k

limn

(n+k)k

n+k (n+K)! (n+k)!

Kk

kI (n+k—k)! = kI n! =

(n+k)k =

(n+k)k (n+k)!

(n+k)(n+k-1)(n+k=2) n! (n+k)(n+k-1) (k (n+1)
=kinl =Kl =

(n+K)! (n+K)!

(n+k)(n+k-1) (k (n+1)

=11/k

k! (n+k)!

"(1422) + "(1+32) + + "(1+n2)

20.- limn

1+n2

an= {"(1+22) + "(1+32) + + "(1+n2)} Por Stolz

bn={1+n2}

['(1+22) + "(1+32) + +"(1+n2) + "[1 + (n+1)2]] - ['(1+22) + "(1+32) + + "(1+n2)]
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[1+(n+1)2] - [1 + n2]
1+ (n+1)2] "[1 + (n+1)2] "[1 + (n+1)2]
(n+1)2-n2n2+2n+1-n22n+1

"[n2 +2n + 2] "[(n2 + 2n + 2)/(2n + 1)]

2n+1(2n+1)/n

21.-
al=2
Dada {an}

an+1=1%5(an + 2/an)

» Probar que est4 acotada inferiormente por "2.
* Probar que es creciente.

* Calcular si limite

aan>"2"n"!

HPA)!¢al >"27?

2 >"2? Silo cumple.

« H.l. Suponemos que P(Kk) es cierta.
e ;Se cumple P(k+1)? ! ;ak+1 >"2?

Veamos, ak+1 =% (ak + 2/ak) = (ak2 + 2)/(2ak) !
lak2 + 2 > ("2) 2ak !
lak2 +2 - 2("2)ak > 0!

e (ak-"2)2>0

Este resultado lo podemos asegurar ya que todos los cuadrados son positivos, por [0 gue podemos asegur:
quean>"2"n"!

TEMA 3: Funciones de variable real. Limites. Continuidad.

3.1 Definicién de funcidn real de variable real. Dominio y recorrido.
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Sea f, una aplicacién de un conjunto A" ! en !, sera una funcion real, sii esta es biyectiva, es decir, para cac
del conjunto A, "ly " I /y = f(X).

Ejm:

f(x)=3x + 8

g(x)=+"(2x - 1)

Dominio de f: {x"! / f(x) esta definida} = Dom.(f)
Recorrido de f: {y"! / y = f(x); x " Dom.(f)} = Rec.(f)
Grafica de f: {(x, f(x)) / x " Dom.(f)}

Ejemplos de funciones:

1

y = f(x) = cte.
Dom.(f)=! Grafica:
Rec.(f)= k = cte.

2)

y=g(X) =x
Dom.(g)=! Gréfica:
Rec(g)="!

3)

y = h(x) = x2
Dom.(h)=! Grafica:
Rec(h)= !+ U {0}

4) y= i(x) = ax2+ bx + ¢ Dom.(i)= ! Rec(i)=
5) n par ! I+ U {0}

y= j(x) = xn Dom.(j)= ! Rec(j)=

nimpar ! |

6) y= k(x)= x3+2x2+2x+1 Dom.(k)="!

7)

y=1x) =1x|

Dom.(l) =! Gréfica:
Rec(l)= '+ U {0}
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8)

y=m(x)=|x-
2|

Dom.(m) =!

Gréfica:

Rec(m)=1+U
{0}

9)

y=n()=|x -
2

Dom.(n) =!

Gréfica:

Rec(n)=-2"x

10)

y = E(X) = P.
entera

Gréfica:

Dom.(E) =!

Rec(E)=!

11)

y=f1(x)=1/x

Dom.(f1) =! -
{0}

Gréfica:

Rec(f1)="! - {0}

12)

y=f2(x)=1/
(x=2)

Dom.(f2) =! -
{2}

Gréfica:

Rec(f2)="! - {0}

13)

y =13(x) =
"(x-1)

Dom.(f3) =1+" 1

Gréfica:

Rec(f3)=1+ U
{0}

14)

p=mw=

Gréfica:
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"(x2-25)
Dom.(f4) =[5,
+)
Rec(f4)=1+ U
{0}

15) y= 16(x)= (x - 2)/(x + 1)
Dom.(f6)=! - {~1}

16) y= f7(x)= "[(x - 2)/(x + 1)]
Dom.(f7)= (=", -1) U [2, +")
17) y= 18(x)= In[(1 - X)/(1 + x)]
Dom.(f7)=1 - {(-", ~1] U [1, +")

18)

y = f9(x) = 3x
Dom.(f9) =! Gréfica:
Rec(f9)= I+

» Operaciones con funciones.

Tenemos fy g dos aplicaciones del conjunto A" !'en I
f,gr A" 111

suma: (f + g)(x)= f(x) + g(x)

Dom.(f + g)= Dom.(f) " Dom.(g)

Producto: (f. g)(X)=f(x) . g(x)

Dom.(f . g)= Dom.(f) " Dom.(g)

Caciente: (f/ g)(x)=f(x) / g(x)

Dom.(f/ g)= Dom.(f) " Dom.(g) - {0}
Composicion: (f g)(x)=f[ g (X) ]
Rec(g) " Dom.(f)

Ejemplos: Dados f(x)= "X y g(x)= 1/x
1.— (F+ ) ()= f(x) + ()= "X + (1/x)
2.~ (f. 9)(x)=f(x) . g(x)="x /x
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3. (F/ g)(x)= f(x) / g(x)= x"x
4.~ (f g)(x)= flg(x)]= f[1/X]= "(1/x) Dom.(f g)= !+
5.= (9 NEY=0f(x)]= g["x]= 1/["X] Dom.(g f)= !+
Dados f(x)= x3 - 1y g(x)="(1 - X)
6. (f 9)(x)= flg®)]= f"(1-x)]= ("(1-x))3 = 1 Dom.(f g)= {x"! / x "1}
7.- (9 H)=g[f(x)]= g[x3 - 1]= "(1 - (x3-1)) Dom.(g f)= {x"! / x " 32}
Inversas:
Diremos que fy g son inversas sii (f g)(x) = (g f)(x) = x
f=g-16g=1f-1
Ejemplos de comprobacién de inversas:
1) f(x)= 2x3 - 1
g(x)= 3"[(x+1)/2]
(f 9)()= flg(¥)]= f3"[(x+1)/2]]=2(3"[(x+1)/2])3 — 1= 3"X3 = x
(g H(¥)=g[f(x)]= g[2x3 - 1]= 3"[(2x3-1+1)/2] = 3"x3 = X
2) f(x)= In x
g(x)= ex
(f 9)(x)= flg(x)]= flex]=In ex = x
(9 N)=g[f(x)]= glIn x]=eln x = x
Todas las graficas de funciones inversas, son simétricas respecto de la diagonal del eje de coordenadas.
Célculo de inversas:
« f(x)= 1/(1 - X)
Veamos si es inyectiva para poder tener inversa:
x1 " x2 ! f(x1) " f(x2)
6

f(x1) = f(x2) !
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11/(1 - x1) = 1/(1 - x2) !
11-x1=1-x2!

Ix1=x2

f(x1) = f(x2) ! x1 = x2

x f 1/(1-x)=y

f-1

y= 1A% 11-x=1Uy!x=1-(1/y) ! f-1(y) " -1(x)

-1(x) =1 - (1/X) = g()

Comprobemos ahora que son inversas:

f(x)= 1/(1 - X)

9(x)=1-(1/x)

(F )= flgel= 1 - (1 /x)]= 1[1 - (1 - (1 /X)]= V[L - ((x = 1)/x)]= L/(L/x) = X
(9 H)=9[f(x)]= g[1/(1 - x)]= 1 - [1/(1/(1-x))]= 1 - (1 - X)= X
Comprobado, son inversas.

« f(x)= x/(x - 1)

Veamos si es inyectiva para poder tener inversa:

x1 " x2 1(x1) " f(x2)

6

f(x1) = f(x2) !

Ix1/(x1 - 1) = x2/(x2 — 1) |

Ix2(x1 - 1) = x1(x2 - 1) !

I x2x1 = X2 = X1x2 —x1 |

Ix1=x2
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f(x1) = f(x2) ! x1 = x2

xfx/(x-1)=y

f-1

y=x/x-1)!lyx-1)=x!yx-x=x!x(y-1)=y!x=y/(y-1)"

"-1(x) = X /(X - 1) = g(X)

Comprobemos ahora que son inversas:

f(x)= x /(x = 1)

9= x /(x = 1)

(f 9)(x)= flg(x)]= fx /(x = )]= [x /(x = D[ x /(x = 1)] = 1]=
=[X/x =YX = (x=I(x - D]=[x (x = )]/ (x = 1) =X
(9 H)=glf(x)]= g[x /(x = )]= [x /(x = DVI[x /(x = 1)] = 1]=
=[X/x =YX = (x = I(x - D]=[x (x = )]/ (x = 1) =X
Comprobado, son inversas.

« f(x)="(2x - 3)

Veamos si es inyectiva para poder tener inversa:

x1 " x2 ! f(x1) " f(x2)

6

f(x1) = f(x2) !

1"(2x1 - 3) ="(2x2 - 3) !

I (2x1 - 3) = ["(2x2 - 3)]2 !

12x1-3=2x2 - 3!

12x1=2x2 — 3+ 3!

Ix1=x2

f(x1) = f(x2) ! x1 = x2
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xf'"(2x-3)=y

f-1

y="(2x-3)1y2=2x-3!x=(y2+3)/2"

"f-1(x) = (x2 + 3) / 2= g(X)

Comprobemos ahora que son inversas:

f(x)="(2x - 3)

gxX)=(x2+3)/2

(fF9)X)=flgX)]=f[(x2+3) / 2]="2 [(x2 +3) / 2] = 3) =" ([(2x2 + 6)/2] — 3) =
="(x2+3-3)="X2 =X

(9 HX)=g[fX)]=g['2x = 3)]=(["2x = 3)]2+3)/2=(2x -3+ 3)2=2x/2 =X
Comprobado, son inversas.

3.3. Propiedades de las funciones. Algunas funciones elementales.

« Paridad:

« f se dice que es par, cuando f(—x) = f(x) (es simétrico respecto del eje Oy).
« f se dice impar, cuando f(—x) = —f(x) (es simétrico respecto del origen 00).

« f puede que no sea ni par, ni impar.
Ejemplos:
f1(x)= 1/x
f1(-x)=1/(-x) = —[1/x]= - f1(x) Impar
f2(x)= x2
f2(=x)= (—x)2 = x2 = f2(x) Par
f3(x)=| x| / x
f3(=x)=| x| /(=x)= —[| x| / X] = =f3(x) Impar
* Periodicidad:
Se dice que f es periddica de periodo t si "t / f(x + t) = f(x).
» Crecimiento y decrecimiento:

« f se dice creciente en un intervalo (1) si;
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Xy
() " 1)
"X,y "l
« f se dice estrictamente creciente en un intervalo (1) si;
X<y
H(x) < f(y)
"X,y "l

« f se dice decreciente en un intervalo (I) si;

Xy
() " )
"X,y "l
« f se dice estrictamente decreciente en un intervalo (1) si;
X>y
L(x) > f(y)
"X,y "l
Ejemplos:
f(x)= 1/x
x <y !1/x>1ly decreciente en !
f(x) f(y)
f1(x)= x2
X,y >01!x2<y2 creciente "x"! >0
X"y
X,y <0!x2>y2 decreciente "x"! <0
f2(x)= 1/(x = 3)

x<y!1/(x-3)>1/(y — 3) decreciente en !

f2(x) f2(y)



* Acotacion:
Se dice que f estd acotada en un intervalo I si "k " !/ [f(x)| " k! =k " f(x) " k
Ejemplos:
f(-3) f(3)
f(x)=x2 en [2, 3]
Cota sup. =9 ! f(x)" 9 "x " [2, 3]
flix)=1/xen[-2, 2]
No esté acotada
Ejercicio:
f(x)= (x + 1)/x
* ¢, Cual es su paridad?
 Hallar su inversa si la posee.
« Comprobar que es esa su inversa.
* Hallar su crecimiento.
» ;Cudl es su acotacion?
o f(X)= (x+1)/x
f(=x)= (=x+1)/ —x= —(=x+1)/x= (x — 1)/x ! No tiene paridad.
* Primero veamos si puede tener inversa, comprobamos si es inyectiva:
f(x1) = f(x2) !
F(xL+1)/x1=(x2+1)/x2!
Ix2(x1+1)=x1(x2+1)!
Ix2x1 + x2 = x1x2 + x1 !
Ix2 =x1x2 +x1 — x2x1 !
Ix2=x11!
I comprobado, puede tener inversa.
Hallemos ahora la inversa:
f(x) =y =(x+1)/x
yx=x+1

yx-x=1



Xx(y-1=1

x=1/(y-1)

f=1(x) = g(x)= 1/(x - 1)

c) Comprobamos que es verdaderamente su inversa.
(f9)(x)= flg()]= fl1/(x - D)]= ([1/(x - 1] + 1) / [1/(x - 1)]=
=[(L+x = 1)) (x -/ -D]=[(x-1)A +(x = 1))/ (x=1)=1+(xx - 1)=x
(9 H)=g[f(X)]= gl(x + 1)/X]= L/([(x + 1)/x] = 1)=1/([x + 1 = x] / x)=1/ (1 / x)= X
Comprobado, son inversas.

d) f(x)= (x + 1)/x

Six"y!(x+1)/x"(y+ 1)y Es decreciente en !

e) No esta acotada.

Algunas funciones elementales, trigonomeétricas:

Sen: [-/2, 2] '[-1, 1]

Arc sen

Arcsenx=y!Seny=x

Sen(Arc sen X)= x

Cos: [0, ]!'[-1, 1]

Arc cos

Arccosx=y!Cosy =X

Cos (Arc cos x)= X

Tg: [-/2, 12]!!

Arc tg

Arctgx=y!Tgy =X

Tg (Arc tg X)= x

3.4. Concepto de limite de una funcion.

El concepto de este tipo de limite es muy parecido al de limite de una sucesion, y se define como el valor a
gue tiende la funcién, cuando la variable tiende a un valor concreto, en el que la diferencia entre el valor al
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gue va la funcién y el valor del limite esta, es tan pequefo, que dado cualquier nimero real (tomando el val
de este tan pequefio como se quiera o se imagine) siempre el valor de este niimero real sera mayor que el
absoluto de la diferencia entre el limite y el valor de la funcion.
limxtaf(x)= !"1>0"!" >0/|x-a|< ![f(x)- |<!
D/. ¢limx!2 (x = 2)=07?
">0¢" >0?/|x-2|< !|(x-2)-0|<!
Tomemos =!
">0¢" >0?/|x-2|< ![x2-4|<!
[ x2-4|=|x-2|| x+ 2|
(4+)
|x2 -4|<!sii 4+ )<!
Asi que se cumplira si tomamos un gue cumpla lo anteriormente expuesto.
Limites laterales:
Por la derecha:
limx!a=limxlat f(x)= !'"1>0"!" >0/(x-a)< !|f(x)- |<!
X>a
Por la izquierda:
limx!a=limxla-f(x)= !"1>0"!" >0/(@a-x)< !f(x)- |<!
Xx<a
Ejempilo:
X=3x>3Ilimx!3+fX)=limx!3(x-3)=0
f(x)=
X+3x<3limx!3-fX)=limx!3(x+3)=6
tiendea 6! !tiende a0
Teorema:

Iimx!af(x)= !limx!a+f(x) = =Ilimx!a-f(x)
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 Propiedades de los limites.

 El limite, si existe, es Unico
o f(x) !

(xla) limxta(f + g)()= + '
g !
(xla)
. f(x) !
(xla) limxla(f . g)(x)=
gt
(xla)
. f(x) !
(xla) limxla f(x)/g(x)= /'
gt
(xla)
* Sif(x) " g(x) " h(x)
f(x)! Teorema del
(xla) emparedado limxla g(x) =
h(x) !
(xla)
3.6. Limites infinitos.

e limxlaf(x)=+"1"M"1+" >0/[x-al < !f(x)>M
e limxlaf(x)=-"1"N<0" >0/|x—-a| < !'f(x)<N

Probar:

limx!1+ 1/ (x - 1)=+"1"M>0¢" >0?/(x-1)< !1/(x-1)>M
x—-1<

U(x-1)>1/

Tomamosun M =1/ ysecumpleque 1/(x-1)>M
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limxi2-=1/(x-=2)=="1"N<0¢" >0?/(2-x)< !1/(x-2)<N
2-x<

X—2>-

1/(x-2)<—-(1/)

Tomamos un N=-(1/ )y se cumple asique, 1/ (x-2) <N

Limites en el infinito:

o limx!+" f(x)= !""1+" >0/x> ![f(x)- | <!
o limx!I="f(x)= !""1+"n<0/x<n![f(x)- |<!
Probar:

limx!+" 1 /(xr)=0!"1">0"m>0/x>m!|1/(xr)| <!
X>m
Xr>mr
1/xrn<1/(mr)
Tomando un m>r"(1/"), se cumplira el enunciado.
Definir el:
e limx!+" f(x)=+ "
e limx!+" f(x)=-"
e limx!=" f(x)=+ "
e limx!=-" f(x)=-"
3.7. Célculo de limites.
[nfinitésimos:
Diremos que f(x) es un infinitésimo cuando x ! a si limx!a f(x)= 0.
Propiedades de los infinitésimos:

* Si limxla f(x)/g(x)= " 0! son infinitésimos del mismo orden.

* Si limxla f(x)/g(X)= = 1! son infinitésimos del mismo orden (f(x)"g(x)).

* Si limxla f(x)/g(x)= = 0! f(x) es un infinitésimo de orden mayor a g(x).

* Si limxla f(x)/(g(x))n= " 0! f(x) es un infinitésimo de orden n respecto de g(x).
* Si f(x)"fL(x) ! limx'a f(x)/g(x) = limx!a f1(x)/g(x)

Tabla de infinitésimos (x ! 0):
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Sen x " X

Tg X " X

Cos x " No es un infinitésimo
1-Cosx " X2 /2

In1+x " X

In (1 + xK) " xk

ax -1 " xIna

Arc tg X ! X

Arc sen X " X

Nota:

El uso de esta tabla es para el calculo de limites, ya que los limites de infinitésimos equivalentes son iguale
pueden cambiarse los términos para facilitar asi la resolucion de ejercicios.

EJERCICIOS

* limx!0 [(4x Arc tg (x/2))/(cos x (sen 3x)2)]= limx!0 [(4x (x/2)) / (9%2 cos X)]=

= limx!0 [2x2 / (9%2 cos x)]= limx!0 [2 /9cos x] =2 /9

* limx!0 [(1 — cos x) / x4]= limx!0 [x2 / 2x4]= limx!0 [(1/x2)/2] = + "

En este tipo de limites (ejercicios 3 y 4), manda el monomio de mayor exponente.
o limx!-" (-3x4 + 2x2 + 5x - 1) =-"

o limx!=" (-3x3 +x2 +1)=+"

o limx!1 [(3x2 +2x +5) / (x3 +2x2 + 7x = 5)]=10/5=2

o limx!12 [(x3 + 3x2 = 9x — 2) / (x3 = X = 6)] = (Indeterminacién 0 / 0)

Observando esto, podemos decir que (x — 2) es un factor de ambos polinomios, ya que, al sustituir la x en
ambos casos por 2, nos da 0 como resultado asi que podemos operar de la siguiente manera:

limx12 [((x — 2)(x2 + 5x + 1))/((x — 2)(x2 + 2x + 3))] = 15/ 11

7. limxI=" [(~3x3 + 5x2 — 2x + 1) / (x2 + x + 1)]= + "

o limxI=" [(4x3 + 2x + 1) / (-3x3 + 2x2 + X)|=[(4 + (2/x2) + (1/x3)) | (-3 +(2/x) + (1/x2)]= -
o limx!+" [(-2x2 + 7x - 2) / (8x3 + x -3)] = 0

e limx!=1 [(1 + 3"x) / (1 + 5"X)] tomamos X = t15; por lo que six ! -1, t ! 15"-1=-11
imx!=1 [(1 + 3"X) / (1 + 5"%)]= limt!=1 [(1 + t5) / (1 + t3)]= (Indeterminacién 0/ 0) !
PlimtI=1L [(t+ D)4 -t3+t2-t+ 1))/ ((t + 1)(t2 -t + 1))]= (1+1+1+1+1) / (1+1+1)=5/3

o limx!1 [(2x - 2) / (3"(26 + x) — 3)] = (Indeterminacion 0 / 0) tomemos t3 = (26 + X) !

si X1 t15,?

t3 =26+ X
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t= 3"(26 + X)

comox!11t=3"27=3

y ademas x = t3 -26

Por lo que:

limx11 [(2x - 2) / (3"(26 + X) — 3)] = limtI3 [(2(t3 — 26) - 2) / (t - 3)]=
= limtI3[(2t3 - 54) / (t - 3)]= imtI3[(2 (t - 3)(t2 + 3t + 9)) / (t - 3)]=
= limtI3[2 (2 + 3t + 9)]= 54

e limx!0+ [(1/x) — [(2x + 1)/X]]= limx!0+ [(1 — 2x — 1)/X]= limx!0+ [-2x/X]= -2
o limx!+" ["(9x2 + 1) — 3X]=

= limxI+" [("(9%x2 + 1) = 3x)("(9%x2 + 1) = 3X))/ [("(9%x2 + 1) + 3X]=
= limx!+" [9x2 + 1 — (3x)2] /["(9%x2 + 1) + 3x]=limx!+" [1 / ("(9x2 + 1) + 3x)]=0
Nota: limx!a [f(x)]g(x) = elim (x!a) g(x) [f(x) — 1]

o limx!+" [(x3 — 1) / x3]2x3 = limx!+" [elim(x!+") [2x3 . [[(X3 — 1) / x3] — 1]]]= limx!+" [elim(x!+") -2 ]= =
e-2

* limx!0 [(In cos x) / x2]= limx!0[(In "(1 — sen2 x)) / x2]= limx!0[(*2 In 1 + (- sen2 x) / x2]=
= limx!0 [(Y2 —sen2 X) / x2]= limx!0 [ = (x / 2) / X2 ]= limx!0 [ = (x / 2x2) ]= -Y%2

o limxIO[[(1 + tg X) / (1 + sen X)]1 / sen x]= elim(x!0)(1 / sen x)[[(1 + tg X) / (1 + sen Xx)]- 1]; operemos el
exponente por otro lado

limx!0 (1 /sen x)[[(1 +tg x) / (1 + sen X)]- 1]=
= limx!0 [(tg x — sen X) / [(1 + sen X) sen X]]=
= limx!0 [[(sen x / cos X) — sen X] / [(1 + sen X) sen X]=

= limx!0 [[(1 /cos x) — 1] / [1 + sen X]; ya que vamos a dar el valor del limite coloquemos el exponente ya
operado en su lugar.

limxIO[[(1 + tg x) / (1 + sen x)]1 / sen x]= elim(xI10)(1 / sen X)[[(1 + tg x) / (1 + sen x)]- 1] =
= elim(x10) [[(1 /cos x) = 1] /[1 + sen x] =e0 = 1

 limxI0[e 1/x]

Veamos si existe limite:

limx!0+[1/x] =+ " el/x | + " Como podemos observar, los limites no
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coinciden, por lo que podemos decir que no

limx!0-[1/x] = =" el/x | = " existe limite de esta funcion.

e limx!1[Arc tg [1/(x — 1)]

Veamos, como en el ejercicio anterior si existe limite:

X 11+ 1 (x=1)10+11/(x = 1) ! +" 1 limx!1+[Arc tg [1/(x - 1)]= /2
Xx11-1(x=-1)10-11/(x - 1) ! =" ! limx!1-[Arc tg [L/(x - 1)]= - / 2
Volvemos a ver que los limites no coinciden, por lo que tampoco existe limite.
o limx!0 f(x)= limx!0[("(x2 + 7x4)) / In (1 + x)]

fX)=("(x2 +7x4)) [ In (L + x) " "(x2 + 7xA)/ x = [|x|"(L + 7x2)] / x =
Six<0!=-"(1+7x2) ! limx!0-[-"(1+7x2)] = -1
Six>0!="(1+7x2) ! limx!I0+["(1+7x2)] = 1

Los limites vuelven a ser distintos, luego no hay limite.

o limxIO[("(L +x) = 1)/ (3"(1 + x) — 1)]; tomemos x + 1 =16 !

x!10
X+1=t6
t!1; luego:

limxI0[("(1 + X) — 1) / (3"(1 + x) - 1)]= limtIA[(t3 - 1) / (t2 - 1)]= (Indeterminaci6n 0/0) !
imUA[(t3 - 1) / (2 — 1)]= imta[(t - 1)(2 + t + 1)] / [(t - 1)(t + D)]]= (1+1+1) / (1+1) =
« limxI0[(x + e2x)1/x]= elim(xI0) 1/x(x + e2x — 1) ; operemos el exponente:

limx10 [1/x (x + e2x — 1)]= imx!0 [(x + 2x In e)/ x]= limx!0 [3x / X]= 3 !

! limxI0[(x + e2x)1/x]= e3

o limx!" [x2 (1 = cos (1/x))]= limx!" [x2 ((1/x)2/2)]= limx!" [x2 / 2x2]= %2
« Concepto de continuidad de funciones. Tipos de discontinuidades.

Funcién continua en un punto.
Una funcién es continua en un punto, cuando en los puntos que rodean a este también es continua.
Paraquef: A"!!! donde f es continuaen a'!

IDado!>0:" >0/|x—al < ![fi(x) - f(a)] <!
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Puede ser también: x " (a—, a+) ! f(x) " (f(a)-!, f(a)+!)

1° debe existir f(a)

Se dice que f es continua en "a' ! limxla f(x)= f(a) ! 2° existe limx!a f(x)
3° limx!a f(x)= f(a)

Si de estos tres, falta alguno apareceran diversas discontinuidades dependiendo de cual de las tres estan
ausentes.

Diremos que f es continua a la derecha de "a' ! limx!a+ f(x) = f(a)
Y seré continua a la izquierda de "a' ! limx!a— f(x)= f(a)
Funcién continua en un intervalo cerrado.

« f continua en todo x " (a, b)

Se dice que f es continua en [a, b] ! — continua a la derecha de "a'
« f continua a la izquierda de "a'
Discontinuidades:
12 Discontinuidad Evitable: Cuando la funcién no esta definida en el punto 6
" f(a) ! se puede definir una nueva.
cuando existe el limx!a f(x) "
limx!a f(a)

22 Discontinuidad de 12 especie 6 de salto: Cuando " limx!a f(x) por no ser iguales los limites laterales o
alguno de los dos es infinito.

32 Discontinuidad de 22 especie: Cuando no existe limx!a f(x), por que no existe limx!a f(x).
Ejemplos:
gx)=x"a
* g(x)= es una DISCONTINUIDAD EVITABLE
limxla f(x); x =a

* h(x)=sen (1/x) ! " limx!0 sen (1/x) porque no existe alguno de los limites laterales o los dos.

53



DISCONTINUIDAD DE 22 ESPECIE

3.9. Propiedad de las funciones continuas

Sean f, g dos funciones continuas en un punto "a', entonces:
1° (f + g) es continua en "a'

2° (f. g) es continua en "a'

3°( .g)escontinuaen a para "!

40 (f/ g) es continua en "a'sig(a) " 0

5° Sea f continua en "a' y g continua en f(a) ! (g f) es continua en "a’, e incluso puede ser que ellas no sean
continuas pero su composicion si lo sea.

Ejm: f(X)= sen x2 ! es una composicion de x2 y sen X.

3.10. Teoremas sobre continuidad

Teorema de mantenimiento de signo:

Sifescontinuaen'a'yf(@>0!">0/fx)>0"x" (a—, a+)

[f@)<0!" >0/f(x)<0"x" (a—, a+)]

D/. fcontinuaen a'!"I>0" /|x—-a|< !|f(x)-f(a) <!

a- <x<at

Xx"(a-,at)

si f(a)=0 y tomamaos !=1(a) ! | f(x) — f(a)| < f(a)_L0 < f(x) < 2f(a)

Teorema de Bolzano:

Si tenemos f continua en [a, b] si y las aplicaciones de los extremos del intervalo son de signos opuestos, u
positiva y otra negativa, entonces podemos asegurar que en algun instante la funcién se hara al menos une
cero.

f continua en [a, b] " f(a) . f(b) <0 ! " al menos un punto ¢ " [a, b] / f(c)= 0

Ejemplos:

Nota:
Pasos para la resolucion de ejercicios del tipo que a continuacion aparecen:
1° Construir una funcién f(x), h(x), con la expresion dada.

2° Ver la continuidad de dicha funcién.
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|3° Observar un intervalo donde la funcién sea continua y exista un cambio de signo.

1.— Probar que: x5 -3x3+4x2-1=0

1°f(x)=x5-3x3 +4x2 -1

2° f(x) es continua en todo !.

3° Veamos donde existe un cambio de signo

f0)=-1f(0)<0

f(1)=1121)>0

Sabemos que f es continua en todo !,

por lo cual también en el intervalo (0, 1) Por el Teorema de Bolzano

En el intervalo antes citado existe un

cambio de signo en las aplicaciones de los extremos

Existe un momento en que la funcién se hace cero, por lo que aseguramos que el enunciado es cierto.
2.— Probar que existe algiin nimero real de tal forma que X = cos X.

1° f(x)= x — cos X

2° f(x) es continua en toda !, ya que x es continua en !.

3° Veamos ahora donde existe un cambio de signo.

f0)=0-1=-1f(0) <0

f(/12=(12)-0= /2f(12)>0

Sabemos que f es continua en todo !,

por lo cual también en el intervalo (0, /2) Por el Teorema de Bolzano

En el intervalo antes citado existe un

cambio de signo en las aplicaciones de los extremos

Existe un momento en que la funcién se hace cero, por lo que aseguramos que el enunciado es cierto.
3.— Probar que todo !+ tiene al menos una raiz n—ésima positiva, es decir,"x" !+ "r" 1+ /
Ix=m!nx=r!m-x=0

1° h(y)=yn - X
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2° h(y) es continua en !, ya que 'y' puede ser cualquier nimero real.

3° Veamos ahora en que puntos puede darse el cambio de signo:

h(0)= -x f(0) <0

h(1 + x)= (1+x)n = x f(1+x) > 0

Sabemos que f es continua en todo !,

por lo cual también en el intervalo (0, 1+x) Por el Teorema de Bolzano

En el intervalo antes citado existe un

cambio de signo en las aplicaciones de los extremos

Existe un momento en que la funcién se hace cero, por lo que aseguramos que el enunciado es cierto.
4.—- Sea la funcion, f: [0, 1] ! [0, 1] continua

Probar que existena, b " [0, 1] /f(a)=a"f(b)=1-b

Caso 1°

1° h(x)=f(x) — x

2° Es continua en todo el intervalo, pues lo dice el enunciado.

3° Veamos si existe un cambio de signo:

h(0)=f(0) — 0= f(0) h(0) " 0 ya que f(0) " [0, 1] que es >0

h(1)=f(1) — 1 diremos que es " 0 ya que f(1) puede tomar valores entre 0 y 1 y todos estos valores seran " |
Vemos que si existe un momento en la funcién en que esto se cumple basandonos en el Teorema de Bolze
Caso 2°

1° m(x)=f(x) —=(1 — x)

2° m(x) es continua en el intervalo, ya que dice el enunciado que f es continua.

3° Veamos si existe cambio de signo en algiin momento:

m(0)=f(0) — 1 + 0 diremos que es " 0 ya que f(1) puede tomar valores entre 0 y 1 y todos estos valores seré
"1

m(1)=f(1) - 1 + 1=1(1) que es positivo al esta r en el intervalo [0, 1]
Vemos que si existe un momento en la funcién en que esto se cumple basandonos en el Teorema de Bolze

Teorema de valores intermedios (Es una aplicacién del teorema de Bolzano):
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Sitenemos f continua en [a, b] y tenemos un y0 entre f(a) y f(b) ! " al menos un punto “¢' de (a, b) / f(c)= y0.
D/. En[a, b] "c " (a, b) / f(c)=yO ! h(x)= f(x) — yO
1° Observemos si esta en las condiciones para ser del Teorema de Bolzano.

* h(x) es continua en [a, b], por serlo f(x) y ser yO una constante.

* h(a)=f(a) —y0 ! f(a) <y0 <f(b) ' h(a) <0 " h(b) >0

* h(b)=f(b) —y0 ! f(b) <y0<f(a) ! h(b)<0"h(a) >0

Vemos que siempre existe una cambio de signo entre los extremos, por lo que por el Teorema de Bolzano,
podemos afirmar que "c"(a, b) / h(c)=0! f(c)=y0

Ejemplo: ¢ Toma la funcion f(x)= (x3/4) — sen x + 3, el valor de 4 en el intervalo [-2, 2]?
1°) yO=4 f es continua en ! ! f es continua en [-2, 2]
2% Veamos si existe un cambio de signo:
+f(-2)=-2-0+3=1
y0o=4"(1,5)!"c"[-2, 2]/ f(c)=4
«f(2=2-0+3=5
ler Teorema de acotacion:
Sifes continua en "a' ! f esta acotada en (a—, a+), es decir,
">0/x"(a—,at)!f(x) esta acotada.
D/. fcontinuaenasiidado!>0">0/|x—-a|< !|f(x)-f(a) <!
Si por ejemplo tomamos un = 12,3 ! | f(x) — f(a)| < 12,3 !
I'f(a) — 12,3 < f(x) < f(a) + 12,3, donde vemos que f esta acotada.
2° Teorema de acotacion:
Sif es continua en [a, b] ! f esta acotada en todo el intervalo.
Teorema de Weirstrass (aplicacion del teorema anterior):
Si f es continua en [a, b] ! f alcanza su maximo y su minimo en [a, b].
D/. f alcanza su maximo en [a, b]
Sea B={f(x) / x " [a, b]}
2° Teorema Axioma de Completitud

Sif es continua en [a, b] ! f esta acotada en todo [a, b] ! B acotado ! "Sup(B) = y0
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Supongamos que "x0 " [a, b] / f(x0) = y0, es decir, f(x) " y0 "x"[a, b]
Tomemos un g(x)= 1/(f(x) — y0), con x"[a, b] y g continua en el intervalo ! g al ser supremo, puede tomar

cualquier valor tan grande como nos imaginemos, entonces de esto podemos deducir que no esta acotada,
pero como g"[a, b], segun el 2° teorema g debe estar acotada, por lo que podemos concluir una contradiccif

y que:

"x0"[a, b] / f(x0) =y0

Teorema en consecuencia del T. de Weirstrass:

Si f es continua en [a, b] ! f([a, b]) = [m, M] acotado y cerrado
Siendo: M | max(f) en [a, b]

M I min(f) en [a, b]

D/.

« f([a, b]) " [m, M]

([a, b]) = [m, M]

* [m, M] " f([a, b])

a) "x"[a, b] ! f(x) " f([a, b])

f es continua en [a, b] ! f alcanza su maximo y su minimo en [a, b] !

e "x1 " [a, b] / M= f(x1)
« "x0 " [a, b] / m= f(x0)

m " f(x) "M ! f(x) " [m, M] ! f([a, b]) " [m, M]

T.V.I.

b) y " [m, M] ! yO " [f(x0), f(x1)] ! "c " [x0, x1] " [a, b] / f(c)=y0 !
I f(c)=y0 " f([a, b]) !

! m, M] " f([a, b])

Por lo que concluimos que:

[m, M] = f([a, b])

TEMA 4: Funciones derivables. Teorema de Taylor.

« Concepto de derivada. Interpretaciones.

Definicion: Sea f: A" 111, diremos que f es derivable en un punto "a' sii existe el limh!0 [f(a + h) — f(a)] / h=f

'(a).
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Si(a+h)=x!f'(a)=limx!a [f(x) - f(@)] / (x — &)
h=(x-a)

Una funcién derivable, no tiene porque estar definida.
Derivadas laterales:

« Existe f derivable a la derecha de "a' ! "limh!0+ [f(a + h) — f(a)] / h=f '+(a)
« Existe f derivable a la izquierda "a'! "limh!0- [f(a + h) — f(a)] / h=f '-(a)

"f'+(@)

Diremos que f es derivable si " f '+(a) = f'—(a)

"f'-(a)

Ejemplos: 1) Probar que f(x)= n"x esta definida en !.

"a"l limh!0 [n"(a+h) — n"a] / h=1limh!0 [h / (n"[(a+h)n-1] + + n"[(a+h)n-1])]/h==1/[n n"(an-1)]
fx)=n"x ! f(x)=1/[n n"(xn-1)] "x" O

2) ¢, Cual es la funcion derivada de f(x)= bx?

f'(x)= limh!0 [b(x+h) — bx] / h=limh!0 [bxbh - bx] / h=limh!0 [bx(bh - 1)] / h=
= limh!0 [bx h Inb] / h=bxInb

f(x)= bx ! f'(x)= bxInb

4.2. Relacion de la continuidad.

Sea f, si f es derivable en "a' | f es continua en "a'

D/. Sifes derivable ! " f'(a)= limx!a [f(x) — f(a)] / (x — &) ¢limx!a f(x)=f(a)?
Expresamos f(x)=[[f(x) — f(a)] / (x — a)] (x —a) + f(a)

xla xla xla x!la

f(a) f'(a) 0 f(a)

Podemos afirmar que f es continua.

Como ejemplo de que ! no se cumple, utilizaremos f(x)=| X|

" £7(0)?

(h = 0)/h=1 = f'+(0)

h>0
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f'(0)=[ f(0+h) - f(0)] / h=[f(h) - f(0)] / h
h<0
(=h = 0)/h= -1 = f'-(0)
 Hallar la derivada de f(x)=| x| 5
Veamos primero si es continua (h5 — 0)/h=h4h!0 =0
h>0
f(0)=[ f(0O+h) - f(0)] / h=[f(h) - f(0)] / h ' f(0)=10
h<0
((=h)5 = 0)/h= (-h)4h!0 =0
5x4 x>0
f'(x)= 0 x=0
—5x4 x<0
 Hallar la derivada de f(x)=| x — 1] 3
(x=21)3con(x—-1)>0(x-1)3six>1
f(xX)=| x — 1| 3, que puede tomar los valores 0 con (x — 1)=0 = 0 si x=1
—(x—1)3 con (x — 1)<0 —(x — 1)3si x<1
Debido a lo anterior, la derivada puede tomar tres valores distintos, dependiendo de la x, luego:
3(x-1)2x>1
f'(x)= 0 x=1 pero, ¢ existe derivada en este punto?
-3(x —1)2 x<1
h>0 limh!0 [(1 + h = 1)3 = 0] / h=limh!0 h3/ h = limh!0 h2 =0
f'(1)=limh!0 [f(1+h) — f(1)] / h=
h<0 limh!0 [-(1 + h = 1)3 = 0] / h=limh!0 -h3/ h = limh!0 -h2 =0
Vemos que si existe, y que es 0.
4.3 Algebra de derivadas. Derivada de la funcién inversa.

Seanf, g:1"!!!
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e Sif, g son derivables en a"l ! (f + g) derivableena ™ (f + g)'(a)=f'(a) + g'(a)

« Sif, g son derivables en a"l ! (f. g) derivableena” (f. g)'(a)=f'(a) . g(a) + g'(a) . f(a)
» Sig es derivable ena”l "g(a)"0!1/gderivable ena” (1/9)'(a)=—-g'(a)/[g(a)]2
Ejemplos:

(1/4x)'= (-4xIn4)/42x

(1/cosecx)'= (sen x)'= cos x

(cosec x)'= (1/senx)'= (—cosx/sen2x)

e Sifes derivableena”l! ( .f)derivableena”( .f)@)= .f'(@)
« Sif, g son derivables en a"l " g(a)"0 ! (f/ g) derivable ena "

(f/9)(a)=[f(a).9(a) - f(a).9'(a)] / g2(a)

Ejempilo:

(tg X)'= (sen x/cos x)= [cos X.COS X + sen X.sen X] / cos2x= [cos2X + sen2X] / cos2x=
= 1/cos2x=_sec2x

* Regla de la cadena (composicién de funciones)

x ff(x) g (gf)(x) Si f es derivable en a’l

I

fg y g es derivable en f(a)

I (fg) derivable en a " (fg)'(a)= g'(f(a)) . f '(a)

Ejemplos:

X 1x2 'tgx2

(tgx2)'= 1/ cos2(x2) . 2x= 2x [ cos2(x2)

x 1 1/x!'sen (1/X)

[sen (1/x)]'= cos (1/x) . (-1/x2)= (-1/x2) . cos (1/x)

* Derivada de la funcion inversa.

Si f es derivable en a"l, con f inyectiva y continua, y f'(a) " 0! (f-1)(f(a))=1/f'(a)
D/.

f es inyectiva y derivable en a con f'(a)"0

| (f -1)'(b)= limk!0 [f —1(b+k) — f -1(b)]/k=

61



f —1(b) también es derivable
k= f(a+h) - f(a)
k!'O!'h!O

b+k= f(a) + f(a+h) - f(a)= f(a+h)

= [(f -1(f(a+h)) - T -1(f(2))] / [ f(a+h) - f(a)]= [a + h — a] / [ f(a+h) - f(a)]=

= h /[ f(a+h) - f(a)]

limk!0 ([ f —1(b+k) — f -1(b)] / k)= limk!0 (h / [ f(a+h) - f@])=1/f'(@)

Ejemplos:

1)

x exp b bx(y) log b x

(log by'(y)=1/[f(f -1(y))

(log b)'(x)=1/[bx . In b]

2)

X COS COS X arccos X X

(arccos x)'= 1/ [- sen (arccos x)]=-1/"(1 — x2)
3) (arctg x)'= 1/ [tg '(arctg x)= cos2(arctg x)= 1/ (1+x2)
Derivacion logaritmica.

Ejemplos:

f(x)= xx

INnf(x)=xInx!(xInx)=1+Inx

F(xX)'=xx(1 + In x)

Inf)I'=f'x) /1 f(x)=1 + In x

f1(x)=In x ! f1'(x)= 1/x

f2(x)=In x2 ! f2'(x)= 2/x

[In £3(})]'= f3'(x) / 13(x)

f4(x)= x"x = x1/x! [In f4(X)]' = [(1/X) In X]'= (1/x2) In x + (1/x2)= 1/x2 — (1/x2) In x =
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=(1/x2)(1 - In x)

!

[In f4(x)]'= f4'(x) / f4(x)= (x"X)'/ x"x= (1/x2)(1 — In X)

F(Xx"™X)'=(1/x2)(1 - In X) . X"X

4.4, Extremos relativos.

Seaf: A"!!! esta poseerd un maximo (minimo) absolutoen Asi"c" A/
/f(c) " f(x) "x"A

(/ f(c) " f(x) "x"A)

A tendra maximo y/o minimo relativos si:

* Si"c"A/f(c) " f(X)"x" a un intervalo que contenga a c (para el maximo relativo)
* Si"c"A/f(c) " f(X)"x" a un intervalo que contenga a c (para el minimo relativo)

Se les llama a estos también, Extremos de una funcién.

Condicién necesaria de extremos:

Si f tiene un extremo en ¢ (maximo 6 minimo local) y f es derivableenc ! f'(c)=0

Pero veamos algunos contra ejemplos de que ! no se cumple:

Aqui vemos que f(x)= 0, pero también podemos observar que no posee ni maximo ni minimo.

Aqui aparece un maximo, pero f(x) no es derivable.

D/. Sea f(c)= max. de f ! f(c) " f(x) "x"(c—, c+) " "f(c)

Tomemaos ahora un h / c+h"(c—, ct+); paralo cual | h| < , y de lo que podemos sacar que f(c+h) " f(c).
f+(c)" 0

I Como "f'(c)=f'+(c)= f'—(c)= 0, tienen que ser 0 para que sean iguales.

f—(c)"0

Ejemplo:

g(X)=x3 - X, en el intervalo [-1, 2]

g es continua en ! | g es continua en [-1, 2] y ademas alcanza sus maximo y minimo absolutos en [-1, 2]
¢,Cuales seran los posibles puntos donde se encuentren el maximo y minimo?, estos seran:

e x= -1
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e X=2
* x"[-1, 2] /" g'(x), estos puntos no existen, ya que g es derivable en !
ex"(-1,2)/g'(x)=0
Por lo cual veamos donde se hace 0 g'(x):
g'(X)=3x2-1;3x2-1=0!x=+"(1/3) " [-1, 2]
Asi que el maximo y el minimo se podran encontrar en cuatro puntos, pues probemos con los cuatro:
*g(-1)=-1+1=0
* g(-"(1/3))=(-1/"3)3 - (-1/"3)= (-1/"33) + (1/"3)= (1/"3)(1 - (1/3))
e g("(1/3))=(1/"3)3 — (1/"3)= (1/"33) — (1/"3)= (1/"3)((1/3) — 1)
*g(2)=6

Ya podemos decir que:

» Maximo = g(2)=6
e Minimo = g("(1/3))= (1/"3)((1/3) - 1)

4.5. Teorema de Rolle.
Sea f continua en [a, b]
f derivable en (a, b) ! "al menos un c"(a, b) / f'(c)=0
f(a) = f(b)
D/. F continua en [a, b] entonces tiene maximo y minimo en [a, b]; supongamos que el maximo es un punto
intermedio, sabemos también que (maximo)'= 0, por lo que asi queda probado y si el maximo y el minimo
estan en a, al ser f(a)= f(b), aseguramos que la funcion es constante y que su derivada es 0 en todo el
intervalo.
Ejemplos:

» En qué tipos de intervalos podemos aplicar el Teorema de Rolle a:
f(x)= oxg — 1 en [a, b]
f es continua en !, por lo que también lo es en [a, b]
f es derivable en ! - {0}
f(a) = f(b)
Podemos asegurar, que el teorema se podria aplicar en intervalos simétricos para que se cumpliera la 32
condicién, pero este tipo de intervalos contienen al 0 donde la funcién no es derivable, por lo que concluimc
gue el teorema no se puede aplicar a esta funcion.

» Sea ex= 1 + x, probar que soélo tiene una solucion real, y que esta es 0.

ex=1+Xx
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ex—-(1+x)=0

ex-1-x=0

f(x)=ex-1-x

Supongamos que posee mas soluciones, ya que sabemos por el enunciado que el 0 es una de ellas.
"x1"0/f(x1)=0

f continua en ! ! f continua en [0, x1]

f derivable en ! ! f derivable en (0, x1) T. Rolle "¢ " (0, x1) / f(c)=0

f(0) = f(x1)=0

f(x)=ex-1=0!x=0"(0,x1) ! "c" (0, x1) / f'(c)= 0, esto nos contradice al teorema, por lo que la
suposicién ha sido falsa y sélo existe una solucién que es el 0.

» Sea la ecuaciéon 2—x= x, probar que sélo tiene una solucion real.
Veamos que al menos posee 1 solucion real:
2-x=0
f(x)= 2—x — x

* Vemos que f es continua en !
« Encontremos ahora un intervalo con cambio de signo:

f(0)=1>0
T. Bolzano " al menos una solucion de f(x)=0
f(1)=-%<0
» Para probar que sdlo tiene una solucién, supongamos que posee dos:
f(x1) = 0 = f(x2)
f continua en ! ! f continua en [x1, x2] T. Rolle "c" (x1, x2) / f(c)= 0
f derivable en ! ! f derivable en [x1, x2]

f(x)= -2-xIn2 - 1" 0, nunca se hara 0, de aqui nos surge una contradiccion al teorema de Rolle, por loe
gue concluimos gue sélo existe una solucién.

4.6. Ampliacion del teorema de Rolle, Teorema del Valor Medio de Lagrange.
f continua en [a, b]

I'"al menos un c"” (a, b) / f'(c)=[f(b) - f(a)] / (b — a)
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f derivable en (a, b)
pendiente de la recta:

[(a, f(2)), (b, (0))]

Lo que el gréfico anterior nos esta diciendo, es que existe un punto en que la tangente de ese punto es par
a la pendiente de la recta que une (a, f(a)) y (b, f(b))

D/. g(x) = f(x) = [[f(b) - f(@)] / (b — a)l(x - a)

g es continua en [a, b]

g es derivable en (a, b) T. Rolle

g(a)=f(a)

g(b)= f(b) — [(f(b) - f(a)) . (b — a&)]/ (b — @)= f(b) - f(b) + f(a)= f(a)
"¢"(a, b)/g'(c)=0

g'(c)=f(c) - [[f(b) - f(a)] / (b — &)]= 0 ! f(c)= [f(b) - f(&)] / (b - &)
EJERCICIOS

Sea f(X)= In x, comprobar que se puede aplicar el Teorema del Valor Medio en [1,e] y calcular un “¢' que lo
ratifique.

f continua en [1, €]

TVM"c"(1,e)lf(c)=[f(b) -f(@)/(b-a)

f derivable en (1, e)

llc=(1-0)/(e-1)

cce-1

Estudiar si se puede aplicar el Teorema del Valor Medio a:
(3-x2)/2x"1

f(x)=en [0, 2]

I/xx>1

1° Estudiaremos la continuidad de f(x) en [a, b]
(3-x2)/2x"1es continua

1/xx>1 es continua
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limx!1-= 1! hay continuidad en [0, 2]

hay continuidad

limx!1+=1

2° Veamos ahora si existe derivabilidad en (a, b)
(3-x2)/2x"1es derivable

1/xx>1 es derivable

h>0 [(1/1+h) — 1] / h= [1-1-h]/[n(1+h)] 'hiO! -1
f(x)=[f(L +h) = f(1)] / h

h<0 [((3—(1+h)2)/2) - 1] / h= [3-1-h2-2h-2]/ 2h= (h2-2h)/2h !h!0! -1
También es derivable en el 1:

-xx<1

fx)-1x=1

-1/x2x>1

f continua en [0, 2]

I"c"(0,2)/f(c)=[f(2) - f(0)]/2-0=[%-3/2]/2=-%
f derivable en (0, 2)

-c=-%lc=%"(0, 2)

-1/c2 =-%1c2=2!c=+x"2 Sabiendo que -"2 " (0, 2)
Yo

c=

+"2

A las 16.00 h. Un coche pasa por el kilbmetro 400 de la A-7 a 70 km./h, diez minutos después, pasa a 80
km./h por el kilbmetro 425, le para la policia y le multa por exceso de velocidad, ¢ tenia razén la policia?

4400 4+ 1/6 425 v()=€'(t) ' TV M
TVM!"t" (4, 4+1/6) | €' ()= [e(4+1/6) — e(4)] / [4 + 1/6 — 4]=
= [425 - 400] / (1/6)= 6 x 25= 150 km./h

La policia tenia razén.
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Consecuencias del Teorema de Lagrange:

o f(X)= 0 "x " I I f(x)= cte. en todo |

D/. Sean ay b cualesquiera de I.

"c" (a, b) /f(c)=[f(b) - f(a)] / (b —a)=0!f(a) =f(b) "a, b " I ! f es cte.
 Condicion suficiente de crecimiento (con la primera derivada):

« Sif(x)>0"x"1!fes creciente en I.

« Sif(xX) <0"x"1!fes decreciente en I.

D/. Seanay bdelintervalol,cona<b!TVM!"c"(a, b)/f(c)=[f(b) - f(a)]/ (b - a)
« f'(c) =[f(b) - f(@)] / (b —a) > 0! f(a) < f(b) ! creciente

« f'(c) =[f(b) - f(a)] / (b —a) <0 ! f(a) > f(b), ya que b > a ! decreciente
» Condicion suficiente de extremos (con la segunda derivada):

a) Sif'(c) > 0! en ¢’ hay un minimo de f.

Sif(c)=0

b) Sif'(c) < 0! en “¢' hay un maximo de f.

D/. f*(c)= limh!0 {[f"(c+h) — f'(c)] / h}= limh!0 {f'(c+h) / h}

h >0 f(c+h) > 0! ala derecha de “c' es creciente
a)f'(c)>0!f(cth)/h>0

h <0 f(c+h) <0!alaizquierda de “c' es decreciente

En x= c existe un minimo.

c

h >0 f'(c+h) < 0! ala derecha de “c' es creciente

b) f'(c) <0 ! f(cth)/h<0

h<0f(c+h) >0!alaizquierda de “c' es decreciente

En x= ¢ existe un maximo.

c

EJERCICIOS

« Calcular el crecimiento, decrecimiento y extremos de f(x)= 3"(x2 — x3)

f(x)= 3"(x2 — x3) esta definida en !..
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f(x)= (2x — 3x2)/ (33"(x2 — x3)2; de aqui vemos que " f'(x) en ! - {0, 1}

f(x)=0 ! x=2/3

f'(x) > 0 sii 2x — 3x2 >0=x(2 — 3x) > 0; esto ocurrirdsix >0y (2 -3x) > 0,0 biensix<0y (2 - 3x) <0,
sabemos despejando que x > 2/3 y que por otro lado, x < 2/3 ! esto ocurriraya que x(2 -3x) >0siix>0!f
es creciente en (0, 2/3)

x> 0" x < 2/3 decreciente en (2/3, 1) U (1, +")

fx)<0!x(2-3x)<0"

X < 0" x> 2/3 decreciente en (=", 0)

Por lo que podemas concluir, que existe un minimo, que ademas es igual a 0, en f(0), por haber un
decrecimiento a la izquierda y un crecimiento a la derecha; que en f(2/3), existe un maximo = 3"[(4/9) -

(8/27)], y que en f(1), no existe ni maximo ni minimo.

« ¢ Para qué valor de la funcién f(x)= a sen x + 1/3 sen 3x, presenta un extremo en x = /3, determinar la
naturaleza de este extremo?

Lo primero que haremos sera determina el valor de "a'":

f(x)= a sen x + 1/3 sen 3x

f'(x)= a cos x + cos 3x

Sabemos que f(/3)= 0, luego:

acos x+cos 3x=0

a=-cos /cos /13=1/(%)=2

f'(x)= =2 sen x — 3 sen 3x

f'(/13)=-2sen /3-3sen =-2...<0

En x= /3 existe un maximo = 2 sen /3="3

4.7. Teorema del Valor Medio de Cauchy.

Sean fy g continuas en [a, b]

Sean fy g derivables en (a, b) ! "c " (a, b) / [f'(c)/g'(c)]=[f(b) — f(a)] / [g(b) — g(a)]
Cong(b) "g(a) y g(b) "0 en (a, b)

Cuando g(x)= x, entonces se tendra el teorema de Lagrange.

Regla de L'Hépital.

limx!a f(x)= 0 = limx!a g(x)

69



I Existe limx!a f(x) / g(x) =
si "limx!la f'(x)/g'(x) = !
Esta regla la utilizaremos normalmente, cuando:

* x | +" y tengamos una indeterminacion de la forma 0/ 0
ex!la"x!z"ylaindeterminacion seade" /"

Ejempilo:

Calcular el limx!0+ 1/x — 1/arctg x

limx!0+ 1/x — 1/arctg x="-"

limx!0+ 1/x — 1/arctg x= limx!0+ [arctg x — X] / (x arctg x)=0/0

f(x)=arctg x — x; f(X)= (1 /(1 + x2)) — 1=-x2/ (1 + x2)

g(x)=x arctg X ; g'(x)=arctg x + (x/ (1 + x2))=[(1 + x2) arctg x + x] / (1 + x2)
limx!0+ f'(X) / g'(x)=limx!0+ [-x2 / (1 + x2)] / [[(1 + x2) arctg x + X] / (1 + x2)] =
= limx!10+ —x2 / [(1 + x2) arctgx +x]=0/0

F(x)= —x2 ; F'(x)= —-2x x!10+ 0

G(X)=[(1 + x2) arctg x + X] ; G'(x)= 2x arctg x + (1/1+x2) + (L/1+x2)x2 + 1
IRLH!Ilimx!0+ 1/x — 1/arctgx =0

4.8. Derivadas sucesivas.

fO) " f: 111

a!f(a) "f'(a) "a!

Ifornl

al!f(a) "f'(a) "a!

rfnt

L fn): 11

a ! fn)(a)= [fn-1)(a)]
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Ejemplos:

1.fix)=ex "!

f1'(x)= e x

f1"(x)= ex

f1"(x)= ex!(em)n)= nem

fln)(X)= ne x

D/. del ejemplo 1, por el principio de induccién.
« P(1) ! fI'(X)= ex

f1'(x)= e x Cumple.

* H.I. P(r) fInN(X)= re x
* P(r+1) ¢flr+1)= r+le x?

flr+1)= [f1r)]=HI=( re x)'= r+1le x = f1r+1) Cumple.
Es cierto " n

2. 2(x)= (x — a)m a"l m"!

f2'(x)= m(x - a)m-1

2"(x)= m(m - 1)(x -~ a)m-2

f2"(x)= m(m - 1)(m - 2)(x - a)m-3

Sin=m!f2n)(X)= m!(x — a)0=m!

Sin<m!f2n)X)=m(m-1)(m-2)(m-3)...(mM-n-1)(xX-am-n

Sin>m!f2n)(x)=0
3.f3(x)= (x —a) ,a"

3'(x)= (x - a)-1

3" ()= ( - 1)(x - a) -2

Bn))= (- 1)( = 2)...( -n-1)x -a)-n

4. 14(x)= 3"(x - 1)= (x - 1)1/3

fan)(x)= 1/3(=2/3)(=5/3)... (1/3 - (n - 1))(x - 1)1/3 - n

5. f5(x)= 1/(x — a)
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f5'(x)= (~1)/(x — a)2

15" (x)= [2(-1)2(x — )] / (x — a)4= [2(~1)2J/(x - a)3

f5"(x)= [2(-1)2 3(-1)(x - @)2] / (x — a)6= [2 . 3(-1)3)/(x — a)4

f5IV)(x)= [4(-1)3(~1)32(x — a)3)/(x - a)8=[2 . 3 . 4(~1)4]/(x - a)5
B5n)(x)= [n! (~1)n)/(x - a)n+1

6. 16(x)= In (x — a)

6'(x)= 1/(x - a)

6" (x)= 15'(x) ! 6n)(X)= [(~1)n-1(n - 1)1 / (x — a)n

Férmula de Leibnitz:

(f. g)n)(x)= nk=0 (nk) fk)(x) . gn-Kk)(x)

7. h7(x)= x4e2x

f=x4

g = e2x

h7n)(x)= (n0) f0)(x) gn)(x) + (NL)F'(X) gn-1)(x) + (n2) F'(x) gn-2)(x) + ...
h7n)(x)=x42ne2x+n4x32n-1e2x+[[n(n — 1)}/2]12x22n-2e2x+{[n(n — 1)(n - 2)}/31]24x2n~3e2x+
+[[n(n - 1)(n - 2)(n - 3)]/41]24 . 2n—4e2x

8. 8(x)= sen x= sen (x + 0)

f8'(x)= cos x= sen (x + /2)

87 (x)= — sen x= sen (x + )

f8"(x)= — COS X= sen (X + 3/2) x+ x+2/ X

f8IV)(X)= sen x= sen (x + 0)= sen (x + 4 /2)

f8n)(x)= sen (x + n /2)

Proposiciones de las derivadas sucesivas:

Primera proposicién: Para esta proposicion, necesitamos una funcion derivable en “n' en un punto.

Si "fn)(a) (continua y derivable) "! | Existe un Unico polinomio de grado " n, verificando las siguientes
condiciones:

Pn(a)= f(a)
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Pn'(a)=f'(a)
De la forma Pn(a) = f(a)
Pnn)(a)=fn)(a)

Basandonos en lo anteriormente expuesto, podemos adentrarnos algo mas viendo la forma del Teorema de
Taylor parafen "a'"

Tn(f, a) " Pn(x)= f(a) + [F(a)/1](x — a) + [*(@)/2!](x - )2 + ... + [fn)@)/n!](x - a)n

Supongamos que Pn(x)= CO + C1(x — a) + C2(x — a)2 +... + Cn(x — a)n, verificando las condiciones (n + 1),
comprobar que es el polinomio de Taylor.

Pn(a)= f(a)= CO
Pn'(a)=f'(a) ! Pn'(x)= C1 + 2C2(x — a)+ 3C3(x — )2 +... + nCn(x — a)n-1
Pn"(a)= 2C2 + 3. 2C3(x — a) +... + n(n - 1)Cn(x - a)n-2

Pn"(a)= 2C2= f'(a)

Pn"(a)= f"(a)= 3IC3

Pnn)(x)= nICn | Pnn)(a)= fn)(a)= niCn

De donde podemos sacar que:

C1=f(a); C2= f(a)/1l; C3=f"(a)/2!;... ; Cn=fn-1)(a)/(n-1)!

Segunda propaosicidn: Relacién del polinomio con la funcién, teniendo las mismas condiciones que en la
propiedad anterior: "fn)(a) y teniendo Pn(x)= Tn(f, a) !

llimx!a[(f(x) — Pn(x))/(x — a)n]= 0 sabiendo que f(a) — Pn(x) es un infinitésimo y (x — a)n también es un
infinitésimo.

La diferencia entre la funcidn y el polinomio es el grado "n', f(x) — Pn(x) se acerca a 0 de la misma manera
que (x — a)n.

El error o resto del polinomio asociado a la funcion es En(x)= f(x) — Pn(x).
Con lo anterior y el polinomio de Taylor, tenemos que una funcion se puede descomponer en otra funcién n

un error, sabiendo que el error tiende a 0 si "fn)(a) ! ! f(x)= Pn(x) + En(x) donde {En(x) / (x —a)n} x!la! 0, a
esto se le llama Férmula de Taylor con resto 6 extension del error.

4.9. Teorema de Taylor.
Teniendo fn) continua en [a, b] y derivable en (a, b) para cada x"(a, b).
f(x)=f(a) + (f(@)/1!) (x — a) + (f"(@)/2")(x — a)2 +... + (fn)(a)/n)(x —a)n + En

En = Error = (fn+1)(c) / nlp)(x — a)p(x — c)n—p+1 (Resto de Schltmilch)
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Si sustituimos n=0 y p=1, entonces tenemos el Teorema del Valor Medio de Lagrange.
Ademas de en resto de Schlémilch, podemos utilizar otros, como pueden ser:

* Resto de Cauchy (p=1) ! En(x)= (fn+1)(c) / nl)(x — a)(x — ¢c)n
¢ Resto de Lagrange (p=n+1) ! En(X)= (fn+1)(c) / (n + 1)))(X — a)n+1

D/.F:[a, x]!!
t1Tn(f, t)

G:t!(x-1tp

F()= f(t) + (F/LD(x — t) + (/21 (X — )2 +... +(fn)(®/n)(x - Hn

F(x)= f(X)

(1) fi(t) (1) F(t) fn+1)(t) f)(t)

FO=F(O)+ (X - O+ (-1) + (X = )2 + 2(x = t)(=1) +... + (X = )n + (0 = 1)-n(x — t)
111121 2! nl n!

I F(t)= (fn+1)() / n(x = t)n

F(a)= Tn(f, a)

G(H)=(x-1p
G(x)=0
G(a)=(x-a)p

G'(t)= -p(x - )p-1

Si F, G son continuas en [a, X]

IT. C.1 "c"(a, X)/[F(X)-F(@))[G(x ~G(a)]=F'(c) / G'(c)!

Si F, G son derivables en (a, X)

FEN(X)/(x — a)p= [(fn+1)(c)/n!)(x — c)nl/[p(x — c)p—1] ! En(x)=(fn+1)(c)/n!p)(x—c)n-p+1(x-a)p

Cuando se nos dé el caso de que a=0, Tn(f, 0) Taylor de f en el cero, el teorema toma el nombre de
Mac—-Laurin

EJERCICIOS
1. Calcular el polinomio de Taylor en el cero para f(x)=1/"(1 + x).

f(X)=1/"(1 +x)= (1 + x)-Y%
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f(0)=1

f(0)= (-%2)

f(0)= (-2)(-2 - 1)

f(0)= (%) (-2 - 1)(-%2 - 2)

fn)(0)= (-¥2)(-% - 1)(-% - 2)... (% — n+1)

f(x)= 1 + [(-%2)/11]x + [(-Y2) (-2 — 1)/2!]x2 +... + [(-*2)(-%2 — 1)(-Y2 - 2)... (-2 — n+1)/n!]xn + EN(X)
En(x)= Resto de Schlémilch = [[[(-%2)(-%2 — 1)(-Y2 — 2)... (-¥2 — n+1+1)]/(n!p)]xp(x — c)nh—p+1
En préximos ejercicios, utilizaremos en resto de Lagrange que es mas sencillo.

2. Aproximar la 3"(1'3) utilizando el Tn, decir el error cometido si nos quedamos en n=4 y acotar el mismo.
f(x)=3"(1 + x) f(0)=1

x= 0'3 f'(0)= [(1+X)1/3]= 1/3 3"(1+x)-2= 1/3(1+x)-2/3= 1/3

a= 0 f'(0)= (-1/3)(1+x)-5/3= -1/3

Con el Resto de Lagrange f"'(0)= (5/6)(1+x)—-8/3= 5/6

c"(0, 0'3) f IV)(0)= (=20/9)(1 + x)-11/3= —-20/9

f V)(0)= (220/27)(1+x)-1473

E4(c)=[f V)(c)/5"](x — a)5

f(0'3)= 1 + (1/3)(0'3) + [(-1/3)(0'3)2)/2! + [(5/6)(0'3)3]/3! + [(-20/9)(0'3)4]/4! + E4(c)

E4(c)= [(220/27)(1 + ¢)-14/3(0'3)5] / 5!

Acotemos ahora el error, para ello acotaremos:

2(1 +c)(1/3)-5¢ " M

seria de este modo:

@E4(0'3)g " [[(1/3)(1/3 - 1)(1/3 - 2)(1/3 - 3)(1/3 — 4)] / 5] (0'3)5M

luego:

g(1+c)-14/3@= 1/[(1+c)14/3]

0<c<0,3

1<1+c¢c<13
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114 < (1 + ¢)14 < 1'314
1< (1+c)14/3 <1'314/3
1/[1'314/3] < 1/[(1+c)14/3] < 1| _M=1

3. Calculo del polinomio de Mac—-Laurin de grado 3, de f(x)=In "(1 — x). Utilizarlo para el calculo del In "0'9,
con x= 0'1, acotar el error cometido. A saber que a= 0.

f(0)=0
f(0)= —%
f'(0)= ~¥
f(0)= -1

fIV)(x)= -3/(1 - x)4

f(x)= 0 + [(=%2)/11x + [(-¥2)/2"]x2 + [(-1)/3!]x3 + E3(X)
E3(X)=[(=3/(1 - c)4)/4!]x4

f(0'1)=In "0'9 " —=%5(0'1) - ¥4(0,1)2 - 1/6(0'1)3

PE3(0'1)g " M ! g[(—=3/(1 — c)4)/4!]x4@= @x4 | [8(1 — c)4o= gE3(X)a
Tomamos para acotar la expresion de "¢, es decir 1/[1 — c]4
O0<c<01

09<1-cx<l1

094<(1-c)d<1

1<1/(1-¢c)4<1/096!M=1/096

4. Calculo por Mac—-Laurin de los 3 primeros términos de 3"e, acotar el error por Lagrange. Cual debe ser e
grado del polinomio para que el error < 10-4.

f(x)= ex

f(0)=e0=1

f(0)=e0=1

f'(0)=e0=1

f(x)=1 + 1/1Ix + 1/2!x2=1 + X + ¥2x2

f(1/3)= 1 + 1/3 + 1/18
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E2(x)= [f"'(c)/3"]x3

E2(1/3)= (ec/6)(1/27)

Sabiendo que c"(0, 1/3), entonces podemos acotarlo de la siguiente manera:
ec/162 < e/162

Para saber con que grado el error < 10-4, deberiamos ir dando valores a n ("en la férmula de En(1/3)") y
cuando lograsemos el error menor a ese valor nos parariamos.

5. Calcular el polinomio de grado 3 de Mac—Laurin para f(x)=In "[(1+x)/(1 — x)]. Utilizar x= 0'8 para
aproximar el In 3, dar el resto si nos quedamos en el grado 3.

f(x) " £(0) + [F(0)/11]x + [f"(0)/21]x2 + [f"(0)/31]x3

)= In "TA+X)/(1 = X)]= %2 In [(1 + X)/(L - X)]= Y[ (1 + X) = In(1 = X)]
f(0)=1In 1= 0

f(x)= 1[2(1 + )] + V[1(1 - x)] ! £(0)= 1

F(x)= —L/[2(1 + x)2] + 1/[2(L - x)2] ! *(0)= 0

f"(x)= 1/(1 + X)3 + 1/(1 - x)3 ! f"(0)= 2

f(x) " X + 1/3x3

In 3 ¢x?

"T(A+x)/(1 - X)]= 3

(1+x)/(1 - )= 9

1+x=9 - 9x

10x= 8

x=0'8

¢In32In3"08+083/3

E3(X)=[f IV)(c)/41]x4= [[-3/(1+c)4]+ [3/(1 — c)A])/Alx4

E3(0'8)= [[[-3/(1+C)4]+ [3/(1 - c)4])/4!](0'8)4

6. Ordenar en potencias de x+1, el polinomio: P(x)= x4 - 3x2 + 2x + 1.
f(x)= f(a)+ [f(a)/11](x - a) + [f"(a)/21](x — )2 +... + [f n)(@)/n!](x - @)n + En

a=-1
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P(X)= P(=1)+[P'(~1)/11](x+1)+[P"(=1)/21](x+1)2+[P" (~1)/31](x+1)3+[PIV)(~1)/41] (x+1) 4
P(-1)=1-3-2+1=-3

P(X)=4X3 - 6X + 2 P(-1)=-4+6+2=4

P'(X)=12x2 -6 ! P"(-1)=12-6=6

P"(x)= 24x ! P"(=1)= —-24

PIV)(X)= 24 ! PIV)(-1)= 24

P(X)= =3 + 4X + 4 + 3(x+1)2+[-24/3!|(x+1)3+[24/41](x+1)4
Calculo de limites por Taylor.

Probar queex -1 ~x(x!0)

ex =1+ x+x2/2! + x3/3! +... + xn/n!
ex=1+x+EL1(Xx)/[EL(X)/X]x!0!0

ex — 1=x + E1(x)

(ex=1/x) =1+ [EL(X)/X]!

0

Fex—-1/x)xI0!1llex—-1~x

Probar que cos x — 1 ~ =%x2 (x ! 0)

cosx =1+ (0/1hHx + (-1/2H)x2 + E2(x) / [E2(X)/x2]x!0 ! O
COoS X — 1= —x2/2 + E2(X)

[cos x = 1/(-x2/2)]= 1 + [E2(x)/(—x2/2)] !

0

I[cos x — 1/(—x2/2)]x!I0 11 cos x — 1 ~ —¥%2x2

Ejemplo: Calcular el limite de:

limx!0 [(ex + e —=x — 2)/x2]

Desarrollaremos ex y e —x por Taylor, hasta llegar al grado del denominador:
ex=1+x+x2/2+E2(x)/[E2(X)/x2]x!0!0

e —Xx=1-x+(—x)2/12 +E2(X) / [E'2(x)/x2]x!0 ! 0



[(ex +e —x = 2)/x2]=[(2 + x2 + E2(X) + E'2(X) — 2) / x2]= x2/x2 + E2(X)/x2 + E'2(x)/x2 !
0

Himx!0 [(ex + e —x — 2)/x2]= 1

4.10. Estudio local de una funcion.

Condicion suficiente de extremos:

Sitenemos f'(a) = f'(a)=...=fn-1)(@=0"fn)@) " 0!

a.l. Sinespar"fn)(a)>0!ftiene un minimo en x =a

a.2. Sinespar"fn)(a)<0!ftiene un maximo en x =a

* Sin esimpar! f no tiene ni minimo, ni maximo

D/. Por la férmula de Taylor:

"f n)(a) f(x)= f(a)+ [f'(a)/1!](x — a) + ["(a)/2!]](x — @)2 +... + [f n)(@)/n!](x —a)n + En/

[ [En(X)/(x —a)n]xla!0

Con las condiciones anteriores:

f(x)=f(a) + [f n)(@)/n!](x — a)n + En(x)

En(x)=f(x) — f(a) — [f n)(@)/n!](x — a)n

[En(x)/(x — a)n]= {[f{(X)/(x — a)]n — [f(a)/(x — a)n] = [[f n)(@)/n!](x — a)n}/(x —a)n} x!la! 0
eSinespar!(x-a)>0

1f(x) — f(a) >0 ! f(x) > f(a) ! En x = a hay un minimo.

Sifn)@) >0
eSinespar!(x-a)>0

1f(x) - f(a) < 0! f(x) < f(a) ! En x = a hay un maximo.

Sifn)(@) <0
eSinesimpar! (x—an>0six>a

I no hay ni maximo ni minimo

I(x—a)n<0six<a

Ejemplo: Calcular los extremos relativos de f(x)= x5 — 2x4 + x3
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Como vemos f es continua en ! y también es derivable en !.

f(x)= x5 — 2x4 + x3

f'(x)= 5x4 — 8x3 + 3x2 = x2(5x2 — 12x + 3)

¢,Cuando se hace f'(x)= 0?

x=0

f(x)=0x=1

x=3/5

f'(x)= 20x3 — 24x2 + 6x = X(20x2 — 36X + 6)

¢, Qué valores toma f'(x), para la x en que f'(x) se hace 0?
f'(0)=0

f'(1)=2

f'(3/5)= 140/53 — (24-45)/53 + (18-25)/53

f"(x)= 60x2 — 48x + 6, esta funcidon nunca se hara 0; por lo que como n= 3 impar, f(x) no tiene ni maximos

ni minimos.

Concavidades:

Una funcién f, sera concava hacia arriba (U) en un intervalo |, si "a, b" |, la grafica de f esta por debajo del

segmento que une (a, f(a)) y (b, f(b)):

Por otro lado, f sera concava hacia abajo (") en un intervalo I, si "a, b" |, la gréafica de f esta por encima del

segmento que une (a, f(a)) y (b, f(b)):

Cuando x = a, haya una cambio de concavidad, diremos que en este “x' hay un punto de inflexion.

Condicién suficiente de concavidad:
Sif"(@=f"@=...=fn-1)(@=0"fn)(@" 0!
* Sinesimpar!en x =a hay un punto de inflexién.

« "X"l; fn)(x) > 0! f es concava hacia arriba.
* "X"l; fn)(x) < 0! f es cOncava hacia abajo.

Ejemplo: Sea f(x)= x3/(1 + x)2, estudiar todo a esta funcién.

Veamos donde estéa definida:
Dom.(f)="!-{-1}

Paridad:
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f(—x)= —x3/(1 = x)2 = —[x3/(1 — x)2] " f(x) " =f(x) ! ni par, ni impar.
Derivabilidad:

Derivable en todo el dominio de la funcion.

Crecimientos:

f'(x)= [3x2(1 + x)2 — 2x3(1 + X)]/(1 + x)4=[(1 + xX)(3x2(1 + x)—-2x3))/(1 + x)4=
=[(x3 + 3x2)(L + X)J/(1 + x)4=[(1 + xX) x2 (x + 3)J/(1 + x)4

X)) >0!(1+x)(x+3)>0!x>-1"x<-3!len (-", -3) U (-1, +") es creciente.
X)) <0!(x+1)Xx+3)<0!x<-1"x>-3!en (-3, -1) es decreciente
If(X)=0!x=0; x=-3

En el x= -3, existe un maximo f(-3)= -27/4

f'(x) = 6x/(1 + x)4

f'(0)=0!f'x)>0!x>0

I en x= 0 existe un punto de inflexion en (0, 0)

If'(x) <0 !x <0

Definicién de asintotas a la grafica de una funcion:

Asintotas oblicuas: una recta y= mx + n, es una asintota oblicua de una funcion f, si el limx!"(f(x) — (mx +
n))=0

m= limx!"f(x)/x

n = limx!"f(x) — mx

Sin"lym=0!y =n, que seria una asintota horizontal.

Asintotas verticales: una recta x= a es una asintota vertical de una funcién f, si limx!"f(x)= £ "
Hecho este inciso, continuemos con el gjercicio:

Asintotas verticales:

limx!-1f(x)= —1/0= " ! en x=—1, existe una asintota vertical.

Asintotas horizontales:

m= limx!" f(x)/x= limx!" [x3/(1 + x)2]/x= 1

n= limx!"" f(x) — mx= limx!" [x3/(1 + x)2] - x = -2
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y=mx + n= X — 2, esta seria la asintota oblicua de la funcién.
Esbozo de la gréfica:

TEMA 5: Integral de Riemann.

* Introduccién.

Las integrales, fueron utilizadas en un principio para calcular el area de una funcion con el eje OX en un
intervalo (a, b) para funciones que no tienen porqué ser continuas.

Ahora se utilizan para definir: el In y= ay 1/x dx; sabiendo que cualquier funcidn continua se puede poner
como una integral de una funcién, es decir, no sélo se puede utilizar para hallar areas, sino también
volimenes, trabajo, ...

5.2. Integral de Riemann.

5.2.1. Particion de un intervalo.

Seaf: [a, b] ! ! acotada

Hagamos una particién de este intervalo; P([a, b]) = {a= x0, x1, X2,... , xn= b} (La particion es coger un
conjunto finito de puntos que se encuentren entre a'y b que a su vez dividen al intervalo en subintervalos m
pequefios).

Sil=[a, b] ! Ik= [xk-1, xK]

glg= amplitud de [a, b]= gb — ag

glkg= gxk — xk-1g

Al conjunto de todas las particiones, lo vamos a denominar:

I([a, b])={P / particiones de [a, b]}

Si transformamos [a, b] y hacemos otra particion diferente; si esta particion es la anterior pero con algunos
puntos mas afiadidos se dira entonces que P"P' donde P' es mas fina que P, es decir, la amplitud de los
subintervalos en los que se divide, es mas pequefia.

Ejemplo: P={x0, x1, x2, x3, x4}

P'={x0, x1, X2, y, X3, x4}

También podemos definir de este modo, el hecho de que si f esta acotada en [a, b], entonces los subinterve
también lo estan, por tanto:

Mk= sup{f(x) / x"Ik}
mk= inf{f(x) / x"Ik}

5.2.2. Sumas inferiores y superiores. Propiedades.
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Sabiendo esto, vamos a llamar sumas superiores de una funcion “f' en una particién P (S (f, P))= "k=1n
Mkglka y del mismo modo, llamaremos sumas inferiores de una funcion “f' en una particion P a (s (f, P))=
"k=1nmkalka

Propiedades de las sumas:
* s(f, P) " S(f, P) "P"([a, b])

La demostracion es muy sencilla ya que es simplemente por interpretacion geométrica, glkg es comun y lo
gue cambia es Mk 6 mk.

« P " P'; si tomamos una particion mas fina:

« s(f, P) " s(f, P"); las sumas inferiores crecen.
« S(f, P) " S(f, P"); las sumas superiores decrecen.

Esto es debido a que si para obtener P' afladimos puntos, si hallamos las sumas inferiores, estas se van
agrandando y del mismo modo, las sumas superiores van decreciendo.

Esta es la base de la Integracion tomando partes infinitas.

« SiP1y P2, son particiones no comparables, es decir, no tienen los mismos puntos, entonces: s(f, P1) " S
P2)

5.2.3. Integrales superior e inferior.

Sea A={s (f, P) / P"I([a, b])} = conjunto finito " 0, entonces tomando todas las particiones del intervalo,
haciendo las sumas inferiores y sabiendo que estan acotadas superiormente; tenemos un conjunto de
nameros"!, acotado y distinto del vacio, en el que "sup_(A)= | = Integral inferior de f en [a, b].

Del mismo modo, sea B={S (f, P) / P"!([a, b])} = conjunto finito " 0, entonces tomando todas las particiones
del intervalo, haciendo las sumas superiores y sabiendo que estan acotadas inferiormente; tenemos un
conjunto de nameros"!, acotado y distinto del vacio, en el que "inf (A)= | = Integral superior de f en [a, b].

5.2.4. Integral de una funcién acotada.

Definicion:; Sea f:[a, b] ! |, f acotada, donde tenemos P, una particion de [a, b] con mk; Mk; S(f, P)_s(f, P), |
|, todo ello definido, diremos que existe la integral de Riemann sii:

1=1= ab f= ab f(x) dx ! Integral de Riemann en [a, b]
Ejemplos: Probar que la funcién constante es integrable:
f(x) =c en [a, b]

mk =c "k

S(f, P)="1n Mkglkg= c"glkg= c(b — a)

s(f, P)="1n mkalkg= c"glkg= c(b — a)

Luego_l =c(b-a); I =c(b —a)_Il =1!lafuncién es integrable y vale: I= ab c dx = c(b-a)
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Probar que no es integrable en ningun intervalo [a, b]:
Osix'!=1=%

f(x)=

l1six"!

Mk = sup {f(x) / x"Ik} =1 "k

mk = inf {f(x) / x"Ik} =0 "k

S(f, P)= "nk=1 Mkglkg= "nk=1glkg=b - a

s(f, P)="nk=1 mkglkg= 0

L=sup{s(f, P) / P"I([a, b])}=0

I =inf{S(f, P) / P"I([a, b])}=b - a

I" 1!fno es integrable Riemann en [a, b]

5.2.5. Caracterizaciones.

Primera caracterizacion:

f sera integrable Riemann en [a, b] ! Dado un >0 "P! / S(f, P!) — s(f, P!) <!
D/.L.

f es integrable Riemannen! I=1= abf

1/2

S

Sup {S}

1/2

S

Inf {S}

Dado!/2"P'y s(f, P)<inf{s} +!/2!s(f, P)< ab (f+!/2)
"P"y S(f, P") >sup{s} - ! /2! S(f,P")> ab (f-!/2)
s(f, P") " s(f, PY)

Tomamos P! = P'U P"!
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S(f, P*) " S(f, P1)

S(f, P) - s(f, P!) " S(f, p") — s(f, P") < ab (f+1/2) —[ab (f-1/2)]=1/2+1/2=11

"P1/ S(f, PY) - s(f, P!) <!

I. Sabemos que S(f, P! - s(f, P!) <!

I =inf{S}" S(f, P!) < s(f, P!) + ! " sup{s} + !=_| + !
!

> 1+

!

"1

I 1=1!fesintegrable Riemann (int—-R)
Sabemos que 1" 1

0six"1

Ejemplo: Estudiar si es integrable f(x)= en [0, 3].
1six=1

Gréfica de la funcion:

Tomemos una P!/ 1"liy glig <!/ 2!

Osik"i

I Mk = sup {f(x) / x"Ik}=

1sik=1

I'mk = inf {f(x) / X"Ik}= 0"k

De aqui sacamos que:

S(f, P)="nk=1 Mkglkg= M1gllg +... + Miglig +... + Mnglng= 2glig
s(f, P)="nk=1 mkglkg= 0

S(f, P — s(f, Ph=2glig <! ! fes int—-R en [0, 3]
2six=1

Ejercicio: Estudiar si es integrable f(x)= 3 six =2 en [1, 5].
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4six"1"x"2

Gréfica de la funcion:

Tomemos P! /1,2"11glig<!/3

Mk = sup{f(x) / x"Ik} = 4 "x

l1sik=1

mk = inf {f(x) / x"Ik} =

4sik"1

Con lo anterior y sabiendo que glkg > 0, podemos decir que:
S(f, PH="nk=1 Mkglkg= n(4glkg)=(n4 (5-1))/ n=16

s(f, P)="nk=1 mkglkg= gllg + (n — 1)(4@lka)= (4/n) + [(4n — 4)(4/n)]= (4/n) + 16 - (16/n)==16 -
(12/n)= 16 - 3glkg

S(f, P — s(f, P)= 16 - [16 — 3glkg]= 3glkg <!!fesint-R en [1, 5]

Definicion: Norma de una particion P, es igual a ggP@g, que es la amplitud del mayor de los subintervalos.
aoPag= max {(x1 - x0), (x2 — x1),..., (xn — xn-1)

Proposicion: Sea f: [a, b] ! |, acotada | = limn {s (f, Pn)}
!

{Pn}/limn ggPn@g= 0| = limn {S (f, Pn)}

Teorema: (Caracterizacion de la integral de Riemann)
Seaf: [a, b] !!, acotada

I'fint-RenJa, b]!

{Pn}/limn ggPngg= 0

Limn {S (f, Pn)}=limn {s (f, Pn)}= ab f

Ejemplo 1: f(x)= x en [0, 2] ¢ es integrable?

(b-2a)n

x0=a x1 x2 x3 x4 x5 xn=b

{Pn}/ @aPg@ ! O limn{S(f, Pn) — s(f, Pn)}= 0

2[0, 2]g= 2
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glkg= 2 / n Ik =[xk-1, xk]= [(k = 1) 2/n, 2k / n]

P={x0= 0, x1=2/n, x2=4/n, ..., xk=2k/n, ..., xn = 2n/n= 2}

S(f, Pn)="nk=1 Mkglkg= 2/n "nk=1 Mk

I S(f, Pn)=2/n "nk=1 2k/n

Mk= sup{f(x) / x"Ik}= f(xk)= 2k/n

s(f, Pn)="nk=1 mkglkg= 2/n "nk=1 mk

I's(f, Pn)=2/n "nk=1 2(k-1)/n

mk= inf{f(x) / x"Ik}= f(xk-1)= 2(k-1)/n

{S(f, Pn) = s(f, Pn)}= {[2/n "nk=1 2k/n] - [2/n"nk=1 2(k — 1)/n]}=
={[2/n "nk=12k/n] - [2/n "nk=12k/n] + [2/n "nk=12/n]}= {(2/n)2 "nk=1 1}= {4n/n2}= {4/n}! O
Viendo esto, podemos decir que f es integrable Riemann en [0, 2]. Por lo cual:
, X dx=limn{(2/n)2 "nk=1 k}= limn{4/n2 [n(n+1)/2]}= 2

Ejemplo 2: f(x)= x2 en [1, 2] ¢ es integrable?

glkg= (b — a)/n=(2 — 1)/n=1/n

Pn ={x0=1, x1=1 + 1/n, x2=1+2/n,..., Xk = 1 +k/n, ..., xn = 1 + n/n= 2}
S(f, Pn)="nk=1 Mkglkg= 1/n "nk=1 Mk

I'S(f, Pn)=1/n "nk=1 (1 + k/n)2

Mk = sup{f(x) / x"Ik}= f(xk)= (1 + k/n)2

s(f, Pn)="nk=1 mkglkg= 1/n "nk=1 mk

I S(f, Pn)=1/n "nk=1[1 + (k—1)/n]2

mk = inf{f(x) / X"Ik}= f(xk-1)= [1 + (k—-1)/n]2

S(f,Pn)=1/n"nk=1(1+k/n)2=1/n["nk=11+"nk=1k2/n2+"nk=12k/n]=1/n[-"nk=11/n2+ "nk=12/n+"nk=1
2k/n2]

s(f,Pn) =1/n"nk=1(1+(k-1)/n)2=1/n["nk=11+"nk=1(k-1)2/n2+"nk=12k/n — "nk=12/n]=
=1/n[-n/n2+ 2n/n + 2/n2 x [n(n+1) / 2]]
{S(f, Pn)-s(f, Pn)}={1/n[-"nk=11/n2+"nk=12/n+"nk=1 2k/n2]-1/n[-n/n2+2n/n+2/n2x[n(n+1)/2]]} !

I(xI")10!fesintegrable en[1, 2], y ademas:
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S x2dx= limn {S(f, Pn)}= limn {1/n["nk=11+"nk=1k2/n2+"nk=12k/n]}=

= limn{l/n[n + 1/n2"nk=1k2+ 2/n"nk=1 K]}=

= limn {1/n [n + 1/n2[(n(n+1)(2n+1))/6] + 2/n[n(n+1)/2]]=

=1+1/3+1=17/3

5.2.6. Propiedades de las funciones integrables.

Sean fy g, funciones integrables Riemann en [a, b], entonces:

« (f + g) es integrable Riemann en [a, b], y ademés: ab (f+g)= abf+ abg
eSeafint-Rysea "!! ab fesint-Ryademas: ab f= abf

* (f g), esint-R en [a, b]

*« Sif(x)"g(x) "x"[a,b]! abf" abg

*gabfg" ab ofg

Definicién: baf=- abf

Sifesint-RenJa, c]yfesint-Ren|[c, b]!fesint-R en [a, b] y ademas:
abf=acf+ cbf

«Sifesint-Ren[a, b]! fesint-R en [a, X] "X" [a, b]

5.2.7. Teoremas del valor medio para integrales.

ler teorema: Sif es continua en [a, b] ! "c"[a, b] / ab f=1f(c)(b — a)
Proposicion: Sim"f(x) "M "x"[a,b]'m(b-a)" abf"M (b - a)

D/. Sea Mk "M ! S(f, P)="nk=1 Mkglkg " 1 = 1" s(f, P)= "nk=1 mkalkg ! mk " m
D/.Mb-a)" abf"m(b-a)

M"[(abf)/(b—-a)]l"m

Este sera el valor medio de f en [a, b]; yO=

F continua!"c " [a, b]/f(c)=(abf)/(b-a)

2° teorema:

Sean:

f continua en [a, b]

1"c"[a, b] / ab f(x)g(x)= f(c) ab g(x)

g int-R en [a, b], con g(x) <0 " g(x) > 0 "x"[a, b]
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el valor medio ponderado de fporg=(abfg)/(abg)

D/.m"f(x)"M

9(x) > 0 mg(x) " f(x)g(x) " Mg(x)

m abg" abf g"M abg

abf g

m""M

abg

yO0

f continua en [a, b] 'TVM "c"[a, b] / f(c)=y0

5.3. Relacion entre integracién y derivacion.

5.3.1. Integral definida.

f: [a, b] !'!, integrable en [a, b]

F:la, b] !/ F(x)= ax f= ax f(t) dt

F(x) es una integral indefinida para f.

5.3.2. Primer teorema fundamental del Calculo.

Sif: [a, b] !, integrable en [a, b]

I

Fila, b]!!/F(x)= axf

I'a) F continua en [a, b]

b) Si f es continua en c"[a, b] ! F es derivable en c y F'(c)= f(c)

c) Sif es continua en [a, b] ! F es derivable en [a, b] y F'(x)= f(x) "X"[a, b]
Ejemplo: F(x)= ax e-t2 dt ! F'(x)= e-x2

D/. a) F es continua en [a, b]

Sea c"[a, b], probar que el limh!0 F(c + h) = F(c) "c ! Dado >0 " >0 / ghg< !
' gF(c + h) — F(c)g <! {* Hablar de funciones de cte—-R significa que se estan restando*}

h>0 cc+thf!-=Mh" cc+h f" Mh



luego -M " f(x) "M ! F(c + h) - F(c)= h+cf- acf
h<0 - cc+h f
De aqui podemos deducir que gF(c + h) - F(c)g " Mghg =
Sitomamos un <!/m!@gF(c + h) - F(c)g " Mghg <!y por tanto F continua en [a, b]
b) f continua en [a, b] ! ¢ F es derivable en (a, b) y F'(x)= f(x)?
Sifes continuaen[a, b]! ab f=1f()(b - a) parar "[a, b] ! T. V. Integrable.
Ahora para F:
T.V.I:!
F(c + h) = F(c)= cc+th f=1() h "[c, c+h] donde F'(c)= limh!0 [F(c+h)-F(c)/h]
{* Para ver si es derivable, hay que calcular en cociente incremental de h*}
{[F(c+h)—=F(c)]/h}= {f()} ! limh!0 [F(c+h)-F(c)/h]= limh!0 f( ) = f(c) "c"[a, b]
f continua
Ic
h'0
5.3.3. Funcién primitiva para f.
Seaf: [a, b] ! !, entonces, f admitira una primitiva G, si G: [a, b] !'!
« G continua en [a, b]
« G derivable en (a, b)
* G'(x)=f(x) "x"(a, b)

Nota:

Si G1ly G2, son dos primitivas de f, la diferencia entre las dos, sera una constante:
[G1(X) — G2(X)]'= G1'(X) - G2'(X)= 0! G1(x) — G2(x)= cte. ! G1(x)= G2(x) + cte.

Si f es continua en [a, b] admite una primitiva; esto es porque estariamos en el teorema fundamental, siend
F(x) la primitiva.

5.3.4. Regla de Barrow.

La regla de Barrow, es una consecuencia del teorema fundamental, y nos dice lo siguiente: S f es continua
[a, b] y G una primitiva para f! ab f(x) dx = G(b)-G(a)

D/. f continua en [a, b] ! F(X)= ax f es derivable en (a, b) y F'(x) = f(x); por el teorema fundamental. ! F(x)
es una primitiva de f en [a, b]
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I F(x)= G(x) + k

G(x) es otra primitiva de f en [a, b]

F(x)= G(x) + k

' F(b)=G(b) + k=G(b) - G(a) = ab f

0= F(a)= G(a) + k' k= - G(a)

5.3.5. Segundo teorema fundamental del Célculo.
Sean: f integrable en [a, b]

I ab f(x) dx = G(b) - G(a)

G primitiva para f

D/. Tomemos el siguiente intervalo con su particion:

axk-1xkb

X0 xn

Ik

T.V.M.!

G(xk) = G(xk-1) = G'( k) x (xk — xk-1) = f( k) glke
G continua en [a, b]

Por ser primitiva G derivable en (a, b)

G'(x)=f(x) en (a, b)

mkalkg " f( k) glkg " Mkalka

"nk=1 mkglkg= s(f, P)

"nk=1 f( K)glke="nk=1 (G(xk) - G(xk-1))=

=[G(X1)-G(X0)]+[G(X2)-G(X1)[+[G (x3)-G (x2)]+...+[G(xn) ~G(xn-1)]=G(xn)-G(x0)=G(b)-G(a)

"nk=1 Mk glkg = S(f, P)
s(f, P) " G(b) - G(a) " S(f, P)
1" G(b) - G(a) "

Pero como f es integrable !
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I G(b) - G(a) = = ab f(x) dx
5.4. Calculo de primitivas.

Formulario basico:

e G(x) = f(x) dx/ G'(X)=f(x)

o [fO)In f'(x) dx = ([f(x)][n+1/(n+1)) + C
o af(x) f'(x)dx=[(af(x))/Ina] +C

o F'(x) / f(x) dx = In (af(x)2)

 [F°0) 7 (1 + [f(x)]2)]= arctg (f(x))

* Integracion por partes:

udv = uv - vdu

Ejemplos:

e 3dx=G(x)/G'(x)=3!G(x)=3x

X2 dx = G(X) / G'(x)=x2 ! G(x)=x3/3

(2xX)2 dx = G(X) / G'(X)= (2x)2 ! G(x)= 4 x2 dx = 4x3

e ['x+1)/'xdx= 1+1/'xdx= dx+ Xx-dx=x+x%1=x+2"x+C
* senxcosxdx =senx2/2+C

e cosx5 senx dx = — cosx5 (—senx)= —cosx6 / 6

* cosx dx = senx

* senx dx = — cosx

e 1/xdx=Inx+C

e 2Xx/(x2+1)dx=In(x2+1)+C

o dx/tgx = cosx/senx dx = In (gsenxg)

e ex/(1+ex)dx=In(1+ex)

e Inx/x= Inx(1/xX)=(Inx)2/2

32xdx=32x/(2In3)+C
e2xe—x2dx=—-e-x2+C

e cosxesenxdx =esenx+C



e dx /(1 + x2) dx = arctg x

o dx/(3+4x2)=1/3 dx/(1+ (2x/"3)2 = 1/3 arctg (2x /"3)
3+ 4x2=3 (1 + 4/3x2)= 3 (1 + (2x/"3)2) !

 Célculo de integrales por sustitucion:

- ex/(3 + e2x), dada la integral, ahora realizamos las sustituciones del siguiente modo: ex =t ! ex dx = dt !
e2x=t2; luego la nueva integral que nos queda sera:

dt/ (3 +t2), y ahora resolvemos:
3+12=3 (1 +t2/3)=3(1L + (t/"3)2! dt/(3+1t2)= dt/3(1+ (t/"3)2 =

=1/3 dt("3)(1/"3) /(1 + (t/"3)2 ="3/3 arctg t /"3; volviéndonos ahora a la sustitucion del comienzo, el
resultado sera: ex/(3 + e2x)="3/3 arctg ex/"3

- exsenexdx= sentdt=-cost!-cosex+C
Sustituciones:
ex=t
ex dx = dt
- [arctgx]4/ (1 +x2)dx= t4dt=t5/5![arctgx]5/5
Sustituciones:
arctg x=t
1/(1+x2)dx =dt
 Célculo de integrales por partes:
e Xexdx=xex—- exdx=xex—-ex=ex(x-1)
e Inxdx=xInx- (xdx)/x=xInx-x+C
e arctgxdx=xarctgx— xdx/l+x2=xarctg x — ¥ 2xdx/1 + x2=
=xarctgx —%1In (1 +x2)
Calculo de primitivas de funciones racionales del tipo P(x) / Q(x) dx:
P(x)= anxn + an-1xn-1 +... + a0
Q(x)= bmxm + bm-1xm-1 +... + b0

Con el grado de Q > grado de P
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Lo primero que haremos sera hallar las raices de Q, de forma que:

QX)=(x-)S1(x-)S2 ... (x—- k)Sk(alx2+ blx + c1)R1 ... (ahx2 + bhx + ch)Rp

Raices reales Raices irreducibles

Una vez halladas las raices de Q(x), se descompone la fraccion de polinomios inicial del siguiente modo:
P(x) A1 AS1 Ak ASk M1x + N1 MR1x + NR1 Mpx + Np MRp + NRp

S R STV S S U S U S U

QX)) (x =)L (x-)S1(x—- )k (x - Kk)Sk (alx2+ blx + cl1)l (alx2+ blx + c1)R1 (alx2+ blx + cl)p
(ahx2 + bhx + ch)Rp

Cuando tenemos ya descompuesto todo, ¢,qué integrales son las que nos aparecen?

e A/(x=)dx=Aln(x-)
e B/(Xx=)ndx=[B(X- )-n+l]/(-n+1)

Mx/(ax2+bx+c)dx ! f'(x)/f(x)dx = In(af(x)2)

e (Mx+ N)/(ax2 + bx + ¢) dx =

N /(ax2+bx+c) dx ! [f (x)/(1+[f(x)]2)]=arctg(f(x))

* (Mx + N)/(ax2 + bx + ¢) dx, también puede ser resuelto por el método de Hermite.
Ejemplos:

e (X2 + 2x + 5)/[(x2 + x — 2)x] dx

Hallaremos ahora las raices de Q(x):
Q(X)= (X2 +x = 2)x=x(x = 1)(x + 2)
Ahora haremos la descomposicion de la fraccién de partida:
(X2+2x+5)/[(x2+x-2)X]= AL /(x—1)+A2 [(X+2)+A3 /x=
= AL[X(X+2)]+A2[X(x—1)]+A3[(Xx—1) (x+2)/[(x2+x-2)X] !
I (X2 + 2X + 5)= AL[X(X+2)]+A2[X(X—1)]+A3[(X—1)(x+2)= ALx2+2A1X+A2x2— A2X+A3Xx2+A3x—2A3
De aqui sacamos que:
Parax2!1=Al1+ A2 + A3
Para x!2=2A1- A2 + A3

Paraelt.i.!5=-2A3 ! A3=-5/2
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1=A1 + A2+ A3
+2=2A1-A2 +A3
3=3A1 + 2A3
13=3A1-51A1=8/3
A3=-5/2
1=Al+A2 + A3! A2=1 - 8/3 + 5/2=5/6
(x2+2x+5)/[(x2+x-2)x] dx = Al dx/(x—1)+A2 dx/(x+2)+A3 dx/x= 8/3 In (x-1)+5/6 In (x+2)-5/2 In x
e (x=5)dx/(x-1)2(x + 2)

Como ya tenemos hecha la descomposicidon en raices de Q(x) haremos la descomposicion de la fraccion ds
partida directamente:

(X = 5)/[(x - 1)2(x + 2)]= A/(x + 2)+B1 /(x — 1)+B2 /(x — 1)2=
= A(x = 1)2+B1[(x + 2)(x — 1)]+B2(x + 2)/[(x — 1)2(x + 2)] !
(X = 5)= A[(X2 + 1 — 2X)[+B1[x2 + X — 2[+B2[x + 2]= AX2-2Ax+A+B1x2+B1x-2B1+B2x+2B2
De aqui sacamos que:

Parax2!0=A +B1

Parax!1=-2A+ Bl + B2

Paraelt.i.!-5= A-2B1+2B2 +

-4=3B2 ! B2=-4/3

0O=A+Bl!Bl=-A

11=-3A-4/3! A=-7/9

1=-2A +B1 + B2

Bl=-A=7/9

(x=-5)dx/[(x-1)2(x+2)]= A dx/(x+2)+B1 dx/(x-1)+B2
dx/(x—1)2=-7/9IN(x+2)+7/9IN(x—2)+4/[3(x-1)]

el= dx/(X3-1)= dx/[(Xx-1)(x2+x+1)]

Descomponemos ahora la fraccién de partida, teniendo en cuenta, que una de las raices de Q(x) es
irreducible, pero no es elemental.

1/x3 - 1)=A/(x—-1) + (Mx + N)/(X2 + x + 1)= [A(X2+x+1) + (Mx+N)(x-1)}/(x3-1) !
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I 1= A(Xx2+x+1) + (MXx+N)(x—-1)= Ax2 + AX + A+ Mx2 - Mx + Nx = N

De aqui sacamos que:

Parax2!0=A+M

Parax!0=A-M+N

Parati!1l=A-N+

1=3A!1A=1/3

O=A+M!M=-A=-1/3

1=A-N!N=-(1-A)=-1+1/3=-2/3

= dx/(x3-1)= Adx/(x—1)+ (Mx+ N)dx/(x2 +x+1)=11+ 2!

1= Adx/(x - 1)= (1/3)dx/(x — 1)= 1/3 dx/(x — 1)= 1/3 In(x — 1)

2= (Mx+ N)dX/(x2 + x + 1)= [(=x/3)+ (=2/3)]dx [(x2+x+1)= —-1/3 (X + 2)dx/(x2+x+1)=
= -1/6 (2x +1+3)dx /(X2+x+1)= —-1/6 (2x + 1)dx /(x2+x+1) —1/6 3dx /(x2+x+1)=
= -1/6 (2x + 1)dx /(x2+x+1) =1/2 dx /(x2+x+1)= -1/6 13 — 1/214

13= (2x + 1)dx /(x2+x+1)= In (x2+x+1)

4= dx /(x2+x+1)

X2+x+1)=(X—- )2+ =x2+ —-2x + =

De aqui sacamos que: paralax!1=-2 | = -1

paraelti!l= + =%+ | =%

= (X+52)2+%a= Ya[4/3(x+Y2)2+1]= 3a[(((2x+1)/2)("(4/3)))2+1]= 3a[((2x+1)/"3)2+1]
4= dx /(x2+x+1)= dx [/ [34[((2x+1)/"3)2+1]]= 4/3 dx /[((2x+1)/"3)2+1]=
=(2"3)/3 (2/"3)dx / [((2x+1)/"3)2+1]= (2"3)/3 arctg[((2x+1)/"3)2+1]

112=-1/6 13 — 1/214= -1/6 In (x2+x+1) - "3/3 arctg ((2x+1)/"3)

H=11 +12= 1/3 In (X = 1) = 1/6 In (x2+x+1) - "3/3 arctg ((2x+1)/"3)

Método de Hermite: para fracciones de polinomios.

El método de Hermite nos dice que: P(X)dx/Q(X)= R(X)/Q1(x) + T(X)dx/Q2(x)

Siendo: Q1= m.c.d. (Q, Q")
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Q2=Q/Q1
Ty R, dos polinomios de un grado menor a Q1 y Q2 respectivamente.
Veamos como se usa el método con un ejemplo:
dx/(x2 + 1)2
Q(x)= (x2 + 1)2
Q'(X)=4x(x2+1)
Q1(x)= m.c.d. (Q(x), Q'(x))= (x2 + 1)
Q2(x)= Q(x) / Q1(x)= (x2 + 1)
R(x), es un polinomio de grado 1=ax + b
T(x), es otro polinomio de grado 1=cx +d
Después de esto, podemos decir que:
P(X)dx/Q(X)= R(X)/QL(X)+ T(X)dx/Q2(x)= dx/(x2+1)2= [(ax+b)/(x2+1)]+ (cx+d)/(x2+1)
Si derivamos esta expresion, nos quedara:
1/ (x2 + 1)2 = [(ax+b)/(x2+1)]" + [(cx+d)/(x2+1)]=
= [(a(x2+1)-2x(ax+b))/(x2+1)2]+ [(cx+d)/(x2+1)]=
=[(a — ax2 — 2bx)+(cx3+cx+dx2 + d)] / (x2 + 1)2
De aqui podemos sacar:
parax3!0=c!c=0
parax2!0=-a+d!a=d
parax!0=-2b+c!0=-2b!b=0
paraelt.i.!'l=a+d!1=2d!d=%=a
Ahora regresamos a la integral de partida:
dx/(x2+1)2 = [(¥2X)/(x2+1)]+ (Y2)dx/(x2+1)= [(V2x)/(x2+1)]+(Y2) dx/(x2+1)=
=[x/(2x2+2)]+(Y2)arctg (x2+1)
Integrales trigopnométricas: Nos las podemos encontrar de dos tipos:

e Senx cos X dx
e Sen mx cos nx dx
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Al encontrarnos integrales del primer tipo:

Si y son impares, entonces utilizaremos el teorema de trigonometria que dice que sen2 + cos2
Ejemplo: sen3x cos2x dx = senx sen2x cos2x dx = senx (1 — cos2x) cos2x dx =

= senx cos2x dx — senx cos4x dx = —[cos3x / 3] + [cos5x /5] + C

Si por el contrario, y son pares, entonces utilizaremos estas caracterizaciones:

e sen2x = (1 — cos2x) / 2
e cos2x = (1 +cos2x) /2

Ejemplo: cosdx dx = cos2x cos2x dx = [(1 + cos2x)dx/2]2= (1 + 2cos2x + cos22x)dx [ 4
=Y, dx + Y% cos2x dx + ¥4 cos22x dx;

Ya dx =x/4!

Y% cos2x dx = Yasen2x

Ya cos22x dx = ¥4 [(1 + cos4x)dx]/2=1/8 dx + 1/8 cosdx= x/8 + 1/32sen4x

I x/4 + Yasen2x + x/8 + 1/32 sen4dx

Si nos las encontramos de la segunda forma:

sen mx cos nx = %[sen (m + n)x + sen (M — n)x]

Ejemplo: sendx cos 9x dx =¥z sen (4+9) dx + %2 sen (4-9)dx = 1/26 cos 13x + 1/10 cos -5x

=1

Existe otro tipo mas de trigonométricas, que se basa en el método de sustitucion. Las sustituciones que se

hacen son las siguientes:

tgx/2=1t

senx = 2t/(1+t2)

cosx = (1-t2)/(1+t2)

dx = 2dt / (1+t2)

Ejemplo: dx/(senx cos2x) = [(2dt/ (1+t2)] / [(2t/(1+t2))((1-t2)/(1+t2))] =
= [(1+t2)2dt)/[t(1-12)2]= [(1+t2)2dt])/[t(1+t)2(1-t)2]=

= Adt/t+ B1dt/(1-t)+ B2dt/(1-t)2+ C1ldt/(1+t)+ C2dt/(1+t)2!

I[ A(L-t2)2+B1t(1-t)(1+t)2+B2t(1+t)2+C1t(1-t2)(1+)+C2t(1-t )2/[t(1+t)2(1-1)2]=

=[A+At4-2At2+B1t-B1t4-B1t3+B1t2+B2t+B2t3+2B2t2+C1t+C1t5-2C1t3+C1t2+C1t6—2C1t6+C2t+C2t3—-2C

/ [((1+1)2(1-1)2]

98



De aqui sacamos que:

(1+2t2+t4)
=[A+At4-2At12+B1t-B1t4-B1t3+B1t2+B2t+B2t3+2B2t2+C1t+C1t5-2C1t3+C1t2+C1t6—-2C1t4+C2t+C2t3-2C

Ahora ya podemos hallar los valores de A, By C:
Parat6 1 0=C1!C1=0
Parat5!0=C1
Paratd!1=A-B1-2C1!1=1-B1-0!B1=0
Parat3!0=-B1+B2-2C1+C2
Parat2!2=-2A+ Bl +2B2+ C1 - 2C2
Parat!0=B1+B2+C1+ C2
Parati.!1=AlA=1
0=-B1+B2-2C1+C2
2=-2A+B1+2B2+C1-2C2+
2=-2+3B2-C214=3B2-C2!C2=3B2-4
0=B1+B2+C1+C2=0+B2+0+3B2-4!-4B2=-41B2=1
C2=3B2-4=3-4=-1
I Adt/t+ B1dt/(1-t)+ B2dt/(1-t)2+ C1dt/(1+t)+ C2dt/(1+t)2= dt/t+ dt/(1-t)2— dt/(1+t)2=
=int-[1/@Q-t)]+[1/(1+1)]
Si ahora deshacemos el cambio de variables:

dx / (senx cos2x)=In (tg(x/2)) — [L/(1 - (tg(x/2))] + [1 / (1 + (tg(x/2))]
Cambios trigonomeétricos:

Cuando nos encontremos, integrales de alguna de las siguientes formas, para su resolucion, es aconsejabl
realizar las siguientes sustituciones:

R ("(a2 — x2), sustituimos x=a sent!"(a2 — a2sen2t)=a "(1 — sen2t)=a cos t
R ("(a2 + x2), sustituimos x=atgt!"(a2 — a2tg2t)=a "(1 — tg2t)=a sec t
R ("(x2 — a2), sustituimos x=a sec t! "(a2sec2t — a2)=a "(sec2t-1)=atgt

Ejemplo: I= x3"(16 — x2)dx ! “sen3t 4 cost 4 costdt =45 sent (1 — cos2t)cos2t=
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x=4 sen t; dx = 4 cos t dt =45 sentcos2tdt—45 sentcos4tdt!l=—45/3cos3(arcsen(x/4)+45/5cos5(arcsen(x/4)
TEMA 6: Series numéricas. Series de funciones.

6.1. Introduccion.

Series de numeros reales:

Definicion: Sea "an = ({an}, {Sn}) = "n"1lan/

Siendo:

{an}= sucesién de numeros reales.

{Sn}= sucesién de las sumas parciales de {an}

Sl=al

S2=al +a2

S3=al+a2+a3

Sn=al +a2+a3+... +an

Ejempilo:

'n=({n}, {[n(n+1)]/ 2})

S1=1

S2=1+2

S3=1+2+3

Sn=1+2+3+..+n

Se dice que una serie es convergente (6 sumable) sii la sucesidn de sus sumas parciales es convergente.
Ejemplo: ¢ Es convergente "n = ({n}= {an}, {{n(n+1)] / 2}= {Sn})
{Sn}={[n(n+1)]/ 2} ! +" " 11 no es convergente.

6.2. Series geométricas.

Una serie geométrica es aquella en la que los elementos de la misma se diferencian en que a2 = alk
denominando a k' razén de la serie.

Ejemplo: Sea "n= ({an}, {Sn})= ({an}, {[a — an+1]/[1 — a]}, demostrar que
Sn =[a - an+1]/[1 — a] y dar el caracter de esta serie:

Sl=a
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S2=a+a2

S3=a+ a2+ a3
Sn=a+a2+a3+..+an
Sn=a+a2+a3+..+an
aSn=a2+a3+...+an+an+l _

(1-aSn=a-an+l!Sn=[a-an+l]/[1 - a]

Veamos ahora el caracter de esta serie, llamamos caracter de una serie a su convergencia:

Sia=1!{Sn}={1+ 12+ 13 +... + 1n}={n}n!" I " I no converge
Sia=-1!{Sn}={-1+1-1+1-1+1-..} oscilante, no converge
a>1 +"

Sigag " 1! {Sn}={[a — an+1]/[1 - a]}

a<la/(1-a)!"n an converge sii a<l

6.3. Series convergentes. Propiedades.

Condicién necesaria de convergencia de una serie:

Sea "an = ({an}, {Sn}), entonces:

Si "an converge ! {an}! 0

Ejemplos:

{n} ! +" I no es convergente

{[n9 + 8n]/n4} ! 0 ! no es convergente

Propiedades:

1. "an convergente

"bn convergente ! "(an + bn) converge y "n(an + bn)= "nan+ "nbn
"l

D/."an = ({an}, {Sn}) / {Sn}! S
"bn = ({bn}, {Tn}) /{Tn}! T

Iimn{Sn + Tn}= limn{Sn}+ Ilimn{Tn}= S+ T!"n(an + bn)= "nan+ "nbn
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Ejemplo: ¢ Es convergente la serie " [7(2n) + 3n] / 6n, si lo es cuanto vale su suma?
"[7(2n) + 3n]/ 6N="(7(2n)/6N) + (3n/ 6N)="7(1/3)n + (*2)Nn

(1/3)n es convergente

1" [7(2n) + 3n] / 6n es convergente y es = 7 "n"1 (1/3)n + "(*2)n

(1/2)n es convergente

7"n"1 (1/3)n + "(¥L)n= 7 [(1/3)/(1 - (1/3))] + [(*2)/(1 - ¥2)

2. Si a una serie, se le afladen o quitan un nimero finito de términos, la nueva serie tiende igual que la
primera.

Si "an convergente ! "an+k converge

I "an—-k converge

Ejemplo: "n"3 (*2)n = "n"1(*2)n - [(*2) + (V2)2]

6.4. Series de términos no negativos. Criterios de convergencia.

Definicion: Sea la serie "an, sera una serie de términos no negativos si an " 0 "n"!, 6 si queremaos restringir |
poco el intervalo an " 0 "n>p"l. También se verifica que si "an es convergente con an " 0 ! "(- an) converge

donde (- an) " 0.

Criterios de convergencia: Sea "an; an " 0; {Sn} creciente;

» Criterio de condensacidn (de Cauchy):

"an; an " 0 {an} decreciente ! "n"lan converge ! "k"0 2ka2k convergente
Serie armodnica: "n"1 1/(np); p"!

Criterio Cauchy

"n"11/(np) ! "k"0 2k [1/(2k)p] converge ! "k"0 [1/(2p—1)K] converge !
11/(2p-1)<1!'p>1!"n"11/(np) convergera!p>1

Ejemplo: "n"1 1/n aqui como p=1! |a serie no converge.

« Criterio de comparacién: Sean "an, "bn/an " bn "n"l, con

"an = ({an}, {Sn})

"bn = ({bn}, {Tn}); entonces:

* Si "bn es convergente ! "an también es convergente.
 Si "an es divergente ! "bn también es divergente
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D/. a. "bn convergente ! {Tn} converge ! {Tn} esta acotada
Como an " bn! Sn" Tn, si {Tn} esta acotada ! {Sn} también est4 acotada !
1 {Sn} convergente ! "an también converge

b. Supongamos que "bn es convergente ! "an también seria convergente, contradiciendo asi la hipotesis de
que partimos donde "an es divergente.

Ejemplo: Estudiar el caracter de la serie "n"1 [2+(-1)n] / 2n
an = [2+(-1)n]/ 2n " 3/(2n) = bn

"bn ="n"13/(2n)= 3"n"11/(2n) convergente ! "an converge

» Criterio de comparacién por cociente: (6 por paso al limite)
Sean "any "bn

Entonces:

Conan"0ybn"0

e Siellimnan/bn= >0!"any "bn son del mismo caracter
e Si el limn an/bn = 0! si "bn es convergente ! "an convergente

si "an es divergente ! "bn divergente

e Si el limn an/bn = +" ! si "bn es divergente ! "an divergente
si "an es convergente ! "bn convergente

« Criterio de D'Alambert: (por cociente)

Sea"an;an"0a. Sir<1!"an es convergente

!

limn{an+1/an}=rb. Sir > 1!"an es divergente

D/.a. Silimn{fan+l/an}=r<s<1!">0"N/n"N (an+l1/an)<s!
lantl<sann>N!

l'aN+1 < saN

aN+2 < s2aN

aN+3 < s3aN

aN+4 < s4aN
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aN+k < skaN
+
"ki=1 aN+i " aN (s + s2 + s3 +... + sk)

"ki=1 aN+i " aN "ki=1 si, de aqui podemos decir que como "ki=1 si es convergente, entonces por el criterio
de comparacion "ki=1 aN+i también converge.

b. Silimn{an+l/an}=r>s>1!aN+1>saN >aN

Los términos siempre estan por encima de aN, por lo cual la serie no tiende a 0, por lo cual no existe
convergencia; asi que como conclusiéon decimos que "an en divergente.

Ejemplo: Calcular el caracter de "[(n!)2 / (2n)!]

an =[(n1)2 / (2n)!]

an+1=[(n+11)2 / (2(n+1))!]

an+l/an =[(n+1H2/ (2(n+1)!])/ [(n)2 / (2n)!]= [(n+1H2(2n)!)/[(n)2(2(n+1))!]=
= [(n+1)2)/[4(n+1)(n+1)] ! {[(n+1)2)/[4(n+1)(n+1)]} ! ¥a < 1 ! converge
» Criterio de la raiz: (Cauchy)

Sea"an;an"0a. Sir<1!"an es convergente

!

limn{n"an}=rb. Sir>1!"an es divergente
D/.a.limn{n"anj=r<s<1!"N/n>N!n"an<s!an<sn;

sn converge al ser s<1!

I por el criterio de comparacion an también converge !

I "an converge

b. limn{n"an}=r>s>1!n"an>s!an > sn;

sn diverge al ser s>1!

Ipor el criterio de comparaciéon an también diverge !

I "an diverge

Ejemplo: Estudiar el caracter de " (n!)/(nn)

limn {n"[(n))/(nn)]} = /e < 1! " (nY)/(nn) converge
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Por el criterio de la raiz de sucesiones

» Criterio de Raabe:

Sea"an;an"0a. SiL<1!"an es divergente

!

limn{n [1 - (an+1/an)}=L b. SiL > 1! "an es convergente

Ejemplo: " n/[(n+1)3]

Veamos si podemos aplicar el criterio del cociente:

{an+1/an}= {[(n+1)/[(n+2)3]] / [n/[(n+1)3]]}= {[(n+1)(n+1)3] / [n(n+2)3]} ! 1

Como tiende a 1, y el criterio del cociente, no nos da una solucidn, utilizamos el criterio de Raabe:
limn{n[1 - (an+1/ an)}={n[1 - ([(n+1)/[(n+2)3]] / [n/[(n+1)3]])}=

={n[1-((n+1)4]/ [n(n+2)3])}= {n ([n(n+2)3] - [(n+1)4]) / [n(n+2)3]}=

={([n(n+2)3] - [(n+1)4]) / (n+2)3}= {[2n4+ 6n3 + 4n — 1]/(n+2)3} ! 2> 1!

I por el criterio de Raabe la serie " n/[(n+1)3] es convergente.

« Convergencia absoluta y condicional.

Convergencia absoluta:

Definicion; Sea "an; an"!, entonces "an converge absolutamente si "@gang converge
Proposicion: Si "an converge absolutamente ! "an converge, pero no !

D/. Si "an converge absolutamente ! "an converge

"an converge absolutamente ! "@gang converge; como an " gang;

si "gang converge ! por el criterio de comparacion "an es convergente

Convergencia condicional:

Definicion: Diremos que una serie es incondicionalmente convergente sii "a"(x) converge, siendo "(x)
cualquier permutacion.

Del mismo modo, diremos que una serie es condicionalmente convergente sii no converge absolutamente
si simplemente.

Ejemplos:

« Probar que si "an es convergente ! "1/an es divergente.
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Si "an es convergente es porque {an}!0 ! {1/an}!", luego "1/an diverge.
» Probar que si "an es absolutamente convergente entonces "an2 es también convergente.
"an es absolutamente convergente ! "gang converge ! {gang}0 !
I=1"N/n"N!gang <1!gang2 <1! gang?2 < gang !
I an2"gang; como "gang converge, por el criterio de comparacion "an2 converge
6.6. Series de numeros cualesquiera.
Criterios de convergencia:
* Criterio de Dirichlet:
Sean {an} y {bn} de nimeros reales
{bn} monétona y {bn}0 ! "an bn converge
"an con sumas parciales acotadas
Ejemplo: Probar que si "an converge ! "(an/n) también converge
{an}y {bn}= {1/n}
{1/n} monétona y {bn}!0 ! "an 1/n = "(an/n) es convergente
"an converge ! {Sn} acotadas
* Criterio de Abel:
{an} y {bn} de nimeros reales
{bn}convergente ! "an bn es convergente
"an convergente
Ejemplo: Probar que si "an es convergente ! "[(n an)/(n+1)] es convergente
{an}y {bn}= {n/(n+1)}
{bn}={n/(n+1)} ! 1 converge ! "[(n an)/(n+1)] es convergente
"an converge
6.7. Series alternadas. Criterio de Leibnitz.
Las series alternadas, seran las del tipo "n"1(-1)n+1 xn, entonces el criterio de Leibnitz nos dice que:

Sien"n"1(-1)n+1l xny {xn} 0! "n"1(-1)n+1 xn es convergente.
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Ejemplo: Estudiar el caracter de "(-1)n+1/n!xn=1/n

Veamos si converge absolutamente:

"gxng= "gl/ng divergente !"[(-1)n+1 / n], no converge absolutamente
{1/n}10

nl<n2!

1 1/n1 > 1/n2 ! por Leibnitz "n"1(-1)n+1/n es condicionalmente converge

I decreciente

6.8. Sumas de algunas series.

Series geométricas: "an = "an / an+1/an= a, a la que denominamos razon, siendo "'n"lan="n1/ (1 - a)
Ejempilo:

"n"3 5 x 3-n="n"3 5/3n= 5"n"3 (1/3)n= 5[(1/33) + (1/34) +...]

!

"n"1(1/3)n=1 /(1 - 1/3)= 3/2 = (1/3) + (1/32) + (1/33) +...

I "n"35x3-n= 5["n"1(1/3)-[(1/3)+(1/32)]= 5[3/2 - [(1/3) + (1/32)]]= 95/18
Series aritmético — geométricas: "an = "P(n) / kn ! 1/k convergera si 1/k < 1
Para realizar las sumas, nos basaremos en esta facil formula Sn — 1/k Sn = Suma
Ejemplo: "n"1 (3n+2)/2n k= 2

Sn = (5/2) + (8/22) + (11/23) +... + [(3(n—1)+2)/2n-1] + [(3n+2)/2n]

~15 Sn = (5/22) + (8/23) + (11/24) +... + [(3(n—1)+2)/2n] + [(3n+2)/2n+1]

Y Sn = (5/2) + (3/22) + (3/24) +... + (3/2n) + [(3n+2)/2n+1]

Y Sn = (5/2) + "ni=2 (3/2i) + [(3n+2)/2n+1]

Cuando n!" n!" n!" n!"

% S = (5/2) + 3"n"2 (1/2n) + 0

S =2[(5/2) + 3(2 - %)= 14

Series hipergeométricas: Sean"any , , "!'/[(an+1)/(an)]= [( n+)/( n+)]

¢ Este tipo de series, cuando convergen?, para ver su convergencia, aplicamos el criterio de Raabe:
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{n[1-(an+l/an)}= {n[1-[(n+)/(n+)]}= {n[(n+)-(n+)}/(n+ )} (- /)>1!
I esta serie converge.

¢, Cudl es la formula de la suma de los términos de la serie?

"an /[(an+1)/(an)]= [( n+)/(n+)] !an+1( n+)=an(n+)

nan+l - nan+ an+l= an

n=1 a2- al+ a2= al

n=22a3-2a2+ a3= a2

n=33a4-3a3+ a4 = a3

n=44a5-2a4+ a5= a4

n-1(n-1)an-(n-1)an-1+ an= an-1

n nan+l - nan+ an+l= an

(- )[al+a2+a3+ ...+an] + nan+1+ [a2+a3+...+an+an+1]= [al+a2+a3+...+an]
Sn Sn - al+ an+1 Sn

!

(-)Sn+ nantl+ Sn- al+ an+l= Sn

Sn( + - )= nan+l- al+ an+l

Sn=(nan+l- al+ an+l)/( + - )

Sn convergera sii {an+1(n +)}! 0!

IS=-al/(+ -)

Ejemplo: Estudiar el caracter y la suma de "n"1 (1/[(n+2)(n+3)])
Veamos lo primero de que clase de serie se trata:

an+1/an = (1/[(n+3)(n+4)])/ (1/[(n+2)(n+3)])= (n+2)/(n+4) ! es una hipergeométrica

Ahora por Raabe, sabemos que convergera sii (— / )>1! (4 — 2)/1= 2>1, por lo que converge, y sabemos
gue la férmula de la sumaes, S=-al/( + - ), luego:

"an = S=-4(al) /(1 + 2 - 4)
I S= —(1/3)/(-1)= 1/3

al=1/12

108



Series de divisiones de polinomios:

Sean dos polinomios P(n) y Q(n) / "P(n)/Q(n) convergera si gr.(Q) — gr.(P) " 2
Como ejemplo guia utilizaremos: "n"1 [1 / (n2 + n)]

Ejemplo de que s6lo se cumple cuando gr.(Q) — gr.(P) " 2:

" (n2+1)/(n3+3)={[(1/n) + 1]/ 4} ! 1! no es convergente, ya que gr.(Q)—gr.(P) < 2

Para hallar el valor de la suma utilizaremos el ejemplo guia y hallaremos su descomposicion en fracciones
simples:

1/(n2 + n)= 1/[n(n+1)]= A/n + B/(n+1)= [A(n+1) + Bn]/(n2 + n)
De aqui sacamos que:

Paran!0=A+B!A=-B

Parati.!1=A!B=-1

Por lo que podemos concluir que:

"n"1[1/(n2+n)]= "n"1[(1/n) — (1/[n+1]] ! an = (1/n) — (1 / [n+1])

al=1-%

a2=%-1/3
a3=1/3-%
ad =Y—1/5

an=(1/n) - (1/[n+1]) +

Sn=1-(1/[n+1)])

n!" n!" n!"

S=10!S=1

Ejemplo: "n"3 1/(n3 — 3n2 + 2n)

Hacemos la descomposicion en fracciones simples:
1/(n3-3n2+2n)=1/[n(n2-3n+2)]=1l/[n(h-1)(n-2)]=An+C/(n-1)+B/(n-2)=
=[A(n2 - 3n + 2) + C(n2 - 2n) + B(n2 — n)})/[n3 — 3n2 + 2n]

De aqui sacamos que:

Paran2!'0=A+B+C
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Paran!0=-3A-2C-B

Parati.!1=2A1 A=%

0=A+B+C

0=-3A-2C-B+

0=-2A-C!0=-1-C!C=-1
0O=A+B+Cl!0=%+B-1!B=1-%=%

De aqui podemos concluir que:

"n"3 1/(n3 - 3n2 + 2n)="n"3 (*2)/n — 1 /(n - 1) + (X2)/(n — 2)= % "n"3 (1/n)-2/(n-1)+1/(n — 2) !
lan = (1/n)-2/(n-1)+1/(n - 2)

a3=1/3-1+1

ad=Y%-2/3+%Y%

ab=1/5-2/4 + 1/3

a6=1/6 - 2/5+ Y

an-2=1/n-2 - 2/n-3 + 1/n-4

a6=1/n-1-2/n-4 + 1/n-3

an=1/n-2/n-1+1/n-2 +

Snn"3=1/n-2In-1+%

n!" nI" n" n!"1"n"3 1/[n3-3n2+2n]=% S=% Y% =%

S=00%

Series relacionadas con el numero e: Seran series del tipo " [p(n) / (n+p)!] p"! k= gr.(P)
Sabemos que e= limn (1 + (1/n))n="n"0 1/(n!)

Ejemplos:

"n"2 1/(n))="n"0 1/(n!) = (L + 1)=e - 2

"n"3 1/[(n = 1)!]="n"2 1/(n))="n"0 1/(n!) = (L + 1)=e - 2
Estudiar cual es la suma de la siguiente serie: "n"1 n/ [(n + 2)!]

Descomponemos en fracciones simples:
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n/[(n+2)]![MN+2))/[(n+ 2)!]] + N /[(n + 2)!]= [Mn + 2M + N}/[(n + 2)!]

De aqui podemos sacar que:

Paran!1=M

Parat.i.!0=2M + N ! N= -2M= -2

Podemos concluir que:

"n"ln/[(n+2)]="n"1[(n+2)/(n+2)!] = 2/(n + 2)!

"n"l (n+2)/[(n+2)!]= 1/[(n+1)!]=e -2

I"'n"ln/[n+2)]=e-2-2(e-5/2=3-¢€

"n11/[(n-2)]=e-5/2

6.9. Integrales impropias.

Son integrales impropias, aquellas que en vez de hallarse en un intervalo cerrado [a, b], se encuentra en ur
intervalo abierto, semiabierto o semicerrado del tipo (=", +"); (=", b]; [a, +"). De aqui podemas decir, que las

integrales impropias podran ser de los siguientes tipos:

« a"f/l ="bf// " fseran de la 12 especie
* a-bf// ab-f/l a+b-fseran de la 22 especie

Integrales impropias de 12 especie:

Si para ab f(x) dx existe "b " a; definimos I(b)= ab f(x) dx; entonces esta integral sera convergente sii
“limb!" ab f(x) dx = a" f(x) dx = un nimero real

Ejemplo: " 1/x2 dx = limb!" (-1/b) + 1= 1" ! converge
ab 1/x2 dx = -1/x Jab = (-1/b) - (1/a)
Del mismo modo, se resolverian las del tipo —"b f(x) dx

Las del tipo —"" f(x) dx convergeran sii convergen -"c f(x) dxy c"f(x) dx, ya que —"" f(x) dx = -"c
f(x) dx + c" f(x) dx; y su valor es la suma de los valores de estas integrales.

Ejemplos:
1. =" dx/x2 = ="c dx/x2 + c" dx/x2!

="c dx/x2= lima!-" ac dx/x2= (-1/c) — (-1/a)= —1/c que sblo convergera cuando ¢"0, como no converge
"c"l, esta integral no tiene solucion.

2. =" x-pdx=Ilimb!" bx —p dx + lima!-" al x —p dx

p=1limb!" In b — In1="1! para p= 1, es divergente y no hay solucion

111



limb!" bx —p dx p>1 1/(p—1) conv.

p"l limb!" (x —p+1)/-p+1]1b = limb!" (b —b+1 - 1-p+1)/-p+1=

p<1" div.

Como en el ejemplo anterior, como no converge "c"!, la integral no posee solucion.

Integrales impropias de 22 especie:

Tomemos una funcion f, si esta definida en (a, b] y si "I(t) = tb f(x) dx que existe "a <t < b, sera I(t)
impropia si existe "t "(a, b) de 22 especie por ser un intervalo abierto.

Y diremos que a+b f(x) dx converge sii "limtla+ tb f(x) dx y este es finito, si este limite no existe, entonces
el limite sera divergente.

Del mismo modo, tomemos una funcién f, si esta definida en [a, b) y si "I(f) = at f(X) dx que existe "a<t<b
sera I(t) impropia si existe "t "(a, b) de 22 especie por ser un intervalo abierto.

Y diremos que ab- f(x) dx converge sii "limtlb— at f(x) dx y este es finito, si este limite no existe, entonces
el limite sera divergente.

Si ahora una funcion f esta definida en (a, b) y si "I= a+b- f(x) dx; diremos que converge si existen a+c
f(x) dx y cb-f(x) dx "c"(a, b) y ademas:

a+b- f(x) dx = a+c f(x) dx + cb— f(x) dx (esto sélo ocurrira si ambas son convergentes)
Ejemplos:
Hallar dx /["(x + 4x3)]

Si hacemos las comprobaciones oportunas, llegaremos a la conclusién de que esta integral tendra el misme
caracter que dx /"X, entonces podemos decir que:

f(x)= 1 /["(x + 4x3)]
{F)/g()IXI0 1 N0 L {X)/("(x+AX3))}={"[L/(1+4x2)}xI0 ! 1

g(xX)=1/"x

y=cte

112



y=|x|

m(x)

AN

113






\h-
¥=Sen x
19 2T,
iz 32
Y= C0S X
-\ILQ L2
18 2T,
/ y=1g x
b
2T
mi2 32

—

115
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